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by the ratio of lattice periodicities b, disorder
strength D, and phase offset f. Finally,U represents
the on-site interaction energy, and

ˇ

ni;s ¼

ˇ

c †i;s

ˇ

ci;s
is the local number operator (Fig. 1C).
This quasirandom model is special in that for

almost all irrational b (37), all single-particle
states become localized at the same critical dis-
order strength D/J = 2 (38). For larger disorder
strengths, the localization length decreases mono-
tonically. Such a transition was indeed ob-
served experimentally in a noninteracting bosonic
gas (30). In contrast, truly random disorder will
lead to single-particle localization in one dimen-
sion already for arbitrarily small disorder strengths.
Previous numerical work indicatesMBL in quasi-
random systems to be similar to that obtained for
a truly random potential (36).

Experiment

We experimentally realized the Aubry-André
model by superimposing on the primary, short
lattice (ls = 532 nm) a second, incommensu-
rate disorder lattice with ld = 738 nm (thus, b =
ls/ld ≈ 0.721) and control J, D, and f via lattice
depths and relative phase between the two lat-
tices (37). The interactions (U) between atoms
in the two different spin states j↑i and j↓i are
tuned via a magnetic Feshbach resonance (37).
In total, this provides independent control of
U, J, and D and enables us to continuously tune
the system from an Anderson insulator in the
noninteracting case to the MBL regime for inter-
acting particles.
An additional long lattice (ll = 1064 nm = 2ls)

forms a period-two superlattice (39, 40) together
with the short lattice and is used during the prep-
aration of the initial CDW state and during de-
tection (37). Deep lattices along the orthogonal
directions [l⊥= 738nmandV⊥=36(1)ER] create an
array of decoupled 1D tubes. Here, ER ¼ h2=
ð2ml2latÞ denotes the recoil energy, with h being
Planck’s constant, m the mass of the atoms, and
llat the respective wavelength of the lattice lasers.
We used a two-component degenerate Fermi

gas of 40K atoms, consisting of an equal mixture

of 90 × 103 to 110 × 103 atoms in each of the two
lowest hyperfine states jF ;mFi ¼ j 92 ;−

9
2i ≡ j↓i

and j 92 ;−
7
2i ≡ j↑i, at an initial temperature of

0.20(2) TF, where TF is the Fermi temperature.
The atoms were initially prepared in a finite
temperature band insulating state (41), with
up to 100 atoms per tube in the long and or-
thogonal lattices.We then split each lattice site by
ramping up the short lattice in a tilted con-
figuration (37) and subsequently ramped down
the long lattice. This creates a CDW, in which
there are no atoms on odd lattice sites but zero,
one, or two atoms on each even site (40, 42). This
initial CDW is then allowed to evolve for a given
time in the 8.0(2)ER deep short lattice at a
specific interaction strength U in the presence of
disorder D. In a final step, we detected the num-
ber of atoms on even and odd lattice sites by
using a band-mapping technique that maps them
to different bands of the superlattice (37, 42).
This allows us to directly measure the imbalance
I , as defined in Eq. 1, in much larger systems
than what is numerically feasible.

Results

We tracked the time evolution of the imbal-
ance I for various interactions U and disorder
strengths D (Fig. 2). At short times, the imbal-
ance exhibits some dynamics consisting of a fast
decay followed by a few damped oscillations.
After a few tunneling times t = h/(2pJ), the im-
balance approaches a stationary value. In a clean
system (D/J = 0), and for weak disorder, the sta-
tionary value of the imbalance approaches zero.
For stronger disorder, however, this behavior
changes dramatically, and the imbalance attains
a nonvanishing stationary value that persists for
all observation times. Because the imbalancemust
decay to zero on approaching thermal equilib-
rium at these high energies, the nonvanishing
stationary value of I directly indicates non-
ergodic dynamics. Deep in the localized phase,
in which unbiased numerical density-matrix re-
normalization group (DMRG) calculations are
feasible because of the slowentanglement growth,

we found the stationary value obtained in the
simulations to be in very good agreement with
the experimental result. These simulations were
performed for a single homogeneous tube with-
out any trapping potentials (37). The stronger
damping of oscillations observed in the exper-
iment can be attributed to a dephasing caused
by variations in J between different 1D tubes
(37, 42).
We experimentally observed an additional

very slow decay of I on a time scale of several
hundred tunneling times for all interaction
strengths, which we attribute to the fact that
our system is not perfectly closed owing to small
background gas losses, technical heating, pho-
ton scattering, and coupling to neighboring
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Fig. 1. Schematics of the many-
body system, initial state, and
phase diagram. (A) Initial state of
our system consisting of a CDW, in
which all atoms occupy even sites
(e) only. For an interacting many-body
system, the evolution of this state over
time depends on whether the system is
ergodic or not. (B) Schematic phase
diagram for the system. In the ergodic,
delocalized phase (white), the initial
CDWquickly decays,whereas it persists
for long times in the nonergodic, local-
ized phase (yellow).The striped area
indicates the dependence of the
transition on the doublon fraction, with
the black solid line indicating the case of no doublons.The black dash-dotted line represents the experimentally observed transition for a finite doublon fraction,
extracted from the data in Fig. 4.The gray arrows depict the postulated pattern of renormalization group flows controlling the localization transition. For U = 0, as
well as in the limit of infinite U with no doublons present (37), the transition is controlled by the noninteracting Aubry-André critical point, represented by the
unstable gray fixed points. Generically, however, it is governed by the MBL critical point (48), shown in red. The U = 0 and U = ∞ as well as the D/J = 0 limits
represent special integrable cases that are not ergodic (51, 52). (C) A schematic representation of the three terms in the Aubry-André Hamiltonian (Eq. 2).

Fig. 2. Time evolution of an initial CDW. A CDW,
consisting of fermionic atoms occupying only even
sites, is allowed to evolve in a lattice with an ad-
ditional quasirandom disorder potential. After var-
iable times, the imbalance I between atoms on
odd and even sites is measured. Experimental
time traces (circles) and DMRG calculations for
a single homogeneous tube (lines) (37) are shown
for various disorder strengths D. Each experi-
mental data point denotes the average of six dif-
ferent realizations of the disorder potential, and
the error bars show the SD of the mean. The
shaded region indicates the time window used
to characterize the stationary imbalance in the
rest of the analysis.
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Many-Body Localization: Phenomenology
Example: local charge density after a quantum quench in cold atom chain

1D and for infinitely strong interactions U → ∞, the system
also maps back onto the noninteracting AA problem, if
initially no doubly occupied sites are present in the system.
This work, together with theoretical results (Iyer et al., 2013;
Michal, Altshuler, and Shlyapnikov, 2014), indicates that
MBL can also occur in the system with quasiperiodic detuning
potentials. The question of how the transition in this case is
different from the generic MBL transition is a subject of
current research (Li et al., 2015; Khemani, Sheng, and Huse,
2017; Li, Li, and Das Sarma, 2017; Setiawan, Deng, and
Pixley, 2017).
In experiment (Schreiber et al., 2015), the system is initially

prepared in a density-wave state, with particles predominantly
occupying even sites. The subsequent time evolution of the state
is monitored (see Fig. 8), keeping track of the remnant density
wave. This is quantified through the imbalance I ¼ hðNe −
NoÞ=ðNe þ NoÞi (Ne and No being the even an odd site
populations of the system), in analogy to the visibility of an
interference pattern in optics. For aweak quasiperiodic detuning
potential, the imbalance relaxes rapidly—compatible with a
thermalized state of the system. However, above a critical
detuning strength, larger than the one in the noninteracting
system, the imbalance saturates to a nonvanishing value; see
Fig. 8. This is incompatible with thermalization and indicates a
localized phase, since a thermal phase occupies even and odd
sites with equal probability. Subsequently, the delocalizing
effect of coupling many 1D systems subject to identical
quasiperiodic potential was experimentally studied by Bordia
et al. (2016). In a different direction, Lukin et al. (2018) recently
observed logarithmic spreading of entanglement in small Bose-
Hubbard chains subject to a quasiperiodic potential, consistent
with the theoretical picture described in Sec. II.D.
However, first experiments in a system of two-dimensional

interacting bosons exposed to a two-dimensional disorder
pattern seem to also indicate the presence of a localized phase
that is reached above a critical disorder strength (Choi et al.,
2016). Here again the nonequilibrium dynamics of the system
was used to probe for a nonthermal evolution, by monitoring
the time dynamics of a domain wall in the density of the
system (see Fig. 9).

B. MBL with ultracold ions

Experiments using one-dimensional strings of ten ultracold
ions were used to implement the disordered transverse field
Ising model with long-range interactions:

HIsing ¼
X

i<j

Ji;jσ̂xi σ̂
x
j þ

1

2

X
hiσ

z
i þ

1

2
B
X

i

σzi . ð18Þ

A specialty of the experiment was the long-range
interactions between spins, which decay algebraically with
distance Ji;j ¼ Jmax=ji − jjα and exhibit a tunable decay
exponent α ¼ 0.85–1.81. Random on-site disorder hi was
generated by spin dependent ac Stark shifts of a laser beam
and sampled from a uniform distribution hi ∈ ½−Δ;Δ&.
Starting from an initial Néel state, the system was evolved
in time and exhibited a stationary magnetization above a
critical disorder strength, evidencing the presence of a
localized phase (Smith et al., 2016).
An interesting additional feature of the experiment was the

measurement of entanglement in the system through the
quantum Fisher information (Braunstein and Caves, 1994).
Whereas the nondisordered system showed an initial rapid
increase of entanglement, but no subsequent growth, the
quantum Fisher information of the interacting system exhib-
ited an increase even for intermediate evolution times. Such an
intermediate time increase of the quantum Fisher information
is consistent with the logarithmic growth of entanglement
entropy due to the dephasing between LIOMs (see Sec. II.D),
whereas a simple noninteracting Anderson insulator does not
exhibit such a continued growth of entanglement as a function
of time.
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FIG. 8. Nonthermalizing out-of-equilibrium evolution of an
initial density wave in the presence of a quasiperiodic detuning
potential in the interacting Aubry-André model [see Eq. (17)].
Time traces of the imbalance I for various strengths of the
detuning potential Δ. Points are experimental measurements,
averaged over six different phases ϕ of the quasiperiodic detuning
lattice. Lines denote DMRG simulations that take into account
the trapping potential and the averaging over neighboring tubes,
which are present in the experiment. From Schreiber et al., 2015.
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FIG. 9. Probing many-body localization in two dimensions.
(a) Almost arbitrary disorder potentials of light are projected onto
an ultracold bosonic atom cloud. The subsequent quantum
evolution of an initial nonequilibrium state can then be tracked
in the experiment. (b) In the experiment an initial domain wall of
a bosonic Mott insulator is prepared (“half circle” in images).
Even for long evolution times of ≃250 tunneling times, the
system fails to thermalize, indicated by the remnant domain wall
still visible in the experiment. In contrast, a thermalized state
would not carry any information about the initial state of the
system. From Choi et al., 2016.
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hopping disorder interactions

by the ratio of lattice periodicities b, disorder
strength D, and phase offset f. Finally,U represents
the on-site interaction energy, and

ˇ

ni;s ¼

ˇ

c †i;s

ˇ

ci;s
is the local number operator (Fig. 1C).
This quasirandom model is special in that for

almost all irrational b (37), all single-particle
states become localized at the same critical dis-
order strength D/J = 2 (38). For larger disorder
strengths, the localization length decreases mono-
tonically. Such a transition was indeed ob-
served experimentally in a noninteracting bosonic
gas (30). In contrast, truly random disorder will
lead to single-particle localization in one dimen-
sion already for arbitrarily small disorder strengths.
Previous numerical work indicatesMBL in quasi-
random systems to be similar to that obtained for
a truly random potential (36).

Experiment

We experimentally realized the Aubry-André
model by superimposing on the primary, short
lattice (ls = 532 nm) a second, incommensu-
rate disorder lattice with ld = 738 nm (thus, b =
ls/ld ≈ 0.721) and control J, D, and f via lattice
depths and relative phase between the two lat-
tices (37). The interactions (U) between atoms
in the two different spin states j↑i and j↓i are
tuned via a magnetic Feshbach resonance (37).
In total, this provides independent control of
U, J, and D and enables us to continuously tune
the system from an Anderson insulator in the
noninteracting case to the MBL regime for inter-
acting particles.
An additional long lattice (ll = 1064 nm = 2ls)

forms a period-two superlattice (39, 40) together
with the short lattice and is used during the prep-
aration of the initial CDW state and during de-
tection (37). Deep lattices along the orthogonal
directions [l⊥= 738nmandV⊥=36(1)ER] create an
array of decoupled 1D tubes. Here, ER ¼ h2=
ð2ml2latÞ denotes the recoil energy, with h being
Planck’s constant, m the mass of the atoms, and
llat the respective wavelength of the lattice lasers.
We used a two-component degenerate Fermi

gas of 40K atoms, consisting of an equal mixture

of 90 × 103 to 110 × 103 atoms in each of the two
lowest hyperfine states jF ;mFi ¼ j 92 ;−

9
2i ≡ j↓i

and j 92 ;−
7
2i ≡ j↑i, at an initial temperature of

0.20(2) TF, where TF is the Fermi temperature.
The atoms were initially prepared in a finite
temperature band insulating state (41), with
up to 100 atoms per tube in the long and or-
thogonal lattices.We then split each lattice site by
ramping up the short lattice in a tilted con-
figuration (37) and subsequently ramped down
the long lattice. This creates a CDW, in which
there are no atoms on odd lattice sites but zero,
one, or two atoms on each even site (40, 42). This
initial CDW is then allowed to evolve for a given
time in the 8.0(2)ER deep short lattice at a
specific interaction strength U in the presence of
disorder D. In a final step, we detected the num-
ber of atoms on even and odd lattice sites by
using a band-mapping technique that maps them
to different bands of the superlattice (37, 42).
This allows us to directly measure the imbalance
I , as defined in Eq. 1, in much larger systems
than what is numerically feasible.

Results

We tracked the time evolution of the imbal-
ance I for various interactions U and disorder
strengths D (Fig. 2). At short times, the imbal-
ance exhibits some dynamics consisting of a fast
decay followed by a few damped oscillations.
After a few tunneling times t = h/(2pJ), the im-
balance approaches a stationary value. In a clean
system (D/J = 0), and for weak disorder, the sta-
tionary value of the imbalance approaches zero.
For stronger disorder, however, this behavior
changes dramatically, and the imbalance attains
a nonvanishing stationary value that persists for
all observation times. Because the imbalancemust
decay to zero on approaching thermal equilib-
rium at these high energies, the nonvanishing
stationary value of I directly indicates non-
ergodic dynamics. Deep in the localized phase,
in which unbiased numerical density-matrix re-
normalization group (DMRG) calculations are
feasible because of the slowentanglement growth,

we found the stationary value obtained in the
simulations to be in very good agreement with
the experimental result. These simulations were
performed for a single homogeneous tube with-
out any trapping potentials (37). The stronger
damping of oscillations observed in the exper-
iment can be attributed to a dephasing caused
by variations in J between different 1D tubes
(37, 42).
We experimentally observed an additional

very slow decay of I on a time scale of several
hundred tunneling times for all interaction
strengths, which we attribute to the fact that
our system is not perfectly closed owing to small
background gas losses, technical heating, pho-
ton scattering, and coupling to neighboring
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Fig. 1. Schematics of the many-
body system, initial state, and
phase diagram. (A) Initial state of
our system consisting of a CDW, in
which all atoms occupy even sites
(e) only. For an interacting many-body
system, the evolution of this state over
time depends on whether the system is
ergodic or not. (B) Schematic phase
diagram for the system. In the ergodic,
delocalized phase (white), the initial
CDWquickly decays,whereas it persists
for long times in the nonergodic, local-
ized phase (yellow).The striped area
indicates the dependence of the
transition on the doublon fraction, with
the black solid line indicating the case of no doublons.The black dash-dotted line represents the experimentally observed transition for a finite doublon fraction,
extracted from the data in Fig. 4.The gray arrows depict the postulated pattern of renormalization group flows controlling the localization transition. For U = 0, as
well as in the limit of infinite U with no doublons present (37), the transition is controlled by the noninteracting Aubry-André critical point, represented by the
unstable gray fixed points. Generically, however, it is governed by the MBL critical point (48), shown in red. The U = 0 and U = ∞ as well as the D/J = 0 limits
represent special integrable cases that are not ergodic (51, 52). (C) A schematic representation of the three terms in the Aubry-André Hamiltonian (Eq. 2).

Fig. 2. Time evolution of an initial CDW. A CDW,
consisting of fermionic atoms occupying only even
sites, is allowed to evolve in a lattice with an ad-
ditional quasirandom disorder potential. After var-
iable times, the imbalance I between atoms on
odd and even sites is measured. Experimental
time traces (circles) and DMRG calculations for
a single homogeneous tube (lines) (37) are shown
for various disorder strengths D. Each experi-
mental data point denotes the average of six dif-
ferent realizations of the disorder potential, and
the error bars show the SD of the mean. The
shaded region indicates the time window used
to characterize the stationary imbalance in the
rest of the analysis.
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Anderson Localization

Disorder without interactions: H = �t

X

hiji

(c†i cj + h.c.) +
X

i

µini

In d=1 or d=2 dimensions all wavefunctions are exponentially localized: 

Occupation number of each wavefunction is a Local Integral of Motion: 

| (r)| ⇠ e�r/⇠

H = ✏iñi

hopping disorder

No disorder: ballistic spread of wavefunction

Disorder: localization

Disorder potential

position

Ref: Anderson ‘58
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Many-Body Integrals of Motion

Add interactions to the Anderson insulator, still get LIOMs? 

Yes! Dress the Anderson LIOMs: 

In d=1 with short-range interactions and strong disorder: MBL

• Localized

• Short-range interactions

‘classical’ Hamiltonian
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Serbyn et al, PRL 2013; Huse et al, PRB 2014

1D and for infinitely strong interactions U → ∞, the system
also maps back onto the noninteracting AA problem, if
initially no doubly occupied sites are present in the system.
This work, together with theoretical results (Iyer et al., 2013;
Michal, Altshuler, and Shlyapnikov, 2014), indicates that
MBL can also occur in the system with quasiperiodic detuning
potentials. The question of how the transition in this case is
different from the generic MBL transition is a subject of
current research (Li et al., 2015; Khemani, Sheng, and Huse,
2017; Li, Li, and Das Sarma, 2017; Setiawan, Deng, and
Pixley, 2017).
In experiment (Schreiber et al., 2015), the system is initially

prepared in a density-wave state, with particles predominantly
occupying even sites. The subsequent time evolution of the state
is monitored (see Fig. 8), keeping track of the remnant density
wave. This is quantified through the imbalance I ¼ hðNe −
NoÞ=ðNe þ NoÞi (Ne and No being the even an odd site
populations of the system), in analogy to the visibility of an
interference pattern in optics. For aweak quasiperiodic detuning
potential, the imbalance relaxes rapidly—compatible with a
thermalized state of the system. However, above a critical
detuning strength, larger than the one in the noninteracting
system, the imbalance saturates to a nonvanishing value; see
Fig. 8. This is incompatible with thermalization and indicates a
localized phase, since a thermal phase occupies even and odd
sites with equal probability. Subsequently, the delocalizing
effect of coupling many 1D systems subject to identical
quasiperiodic potential was experimentally studied by Bordia
et al. (2016). In a different direction, Lukin et al. (2018) recently
observed logarithmic spreading of entanglement in small Bose-
Hubbard chains subject to a quasiperiodic potential, consistent
with the theoretical picture described in Sec. II.D.
However, first experiments in a system of two-dimensional

interacting bosons exposed to a two-dimensional disorder
pattern seem to also indicate the presence of a localized phase
that is reached above a critical disorder strength (Choi et al.,
2016). Here again the nonequilibrium dynamics of the system
was used to probe for a nonthermal evolution, by monitoring
the time dynamics of a domain wall in the density of the
system (see Fig. 9).

B. MBL with ultracold ions

Experiments using one-dimensional strings of ten ultracold
ions were used to implement the disordered transverse field
Ising model with long-range interactions:
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A specialty of the experiment was the long-range
interactions between spins, which decay algebraically with
distance Ji;j ¼ Jmax=ji − jjα and exhibit a tunable decay
exponent α ¼ 0.85–1.81. Random on-site disorder hi was
generated by spin dependent ac Stark shifts of a laser beam
and sampled from a uniform distribution hi ∈ ½−Δ;Δ&.
Starting from an initial Néel state, the system was evolved
in time and exhibited a stationary magnetization above a
critical disorder strength, evidencing the presence of a
localized phase (Smith et al., 2016).
An interesting additional feature of the experiment was the

measurement of entanglement in the system through the
quantum Fisher information (Braunstein and Caves, 1994).
Whereas the nondisordered system showed an initial rapid
increase of entanglement, but no subsequent growth, the
quantum Fisher information of the interacting system exhib-
ited an increase even for intermediate evolution times. Such an
intermediate time increase of the quantum Fisher information
is consistent with the logarithmic growth of entanglement
entropy due to the dephasing between LIOMs (see Sec. II.D),
whereas a simple noninteracting Anderson insulator does not
exhibit such a continued growth of entanglement as a function
of time.
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FIG. 8. Nonthermalizing out-of-equilibrium evolution of an
initial density wave in the presence of a quasiperiodic detuning
potential in the interacting Aubry-André model [see Eq. (17)].
Time traces of the imbalance I for various strengths of the
detuning potential Δ. Points are experimental measurements,
averaged over six different phases ϕ of the quasiperiodic detuning
lattice. Lines denote DMRG simulations that take into account
the trapping potential and the averaging over neighboring tubes,
which are present in the experiment. From Schreiber et al., 2015.
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FIG. 9. Probing many-body localization in two dimensions.
(a) Almost arbitrary disorder potentials of light are projected onto
an ultracold bosonic atom cloud. The subsequent quantum
evolution of an initial nonequilibrium state can then be tracked
in the experiment. (b) In the experiment an initial domain wall of
a bosonic Mott insulator is prepared (“half circle” in images).
Even for long evolution times of ≃250 tunneling times, the
system fails to thermalize, indicated by the remnant domain wall
still visible in the experiment. In contrast, a thermalized state
would not carry any information about the initial state of the
system. From Choi et al., 2016.
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Many-Body Delocalization?

4/18Ref: Luitz PRB 2015

MBL = 
“Dressed” Anderson insulator

Many-body state has 
same excitations
as single-particle spectrum

Compare:
• Fermi liquid
• Magnetically ordered states

Ergodic phase is weird!

Many-body excitations
are nonlocal
but single-particle states
are local

Breakdown of 
adiabatic principle!

How to make a delocalized many-body 
state out of localized particles?



Few-Body States
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Short-range interactions 

What are the possible states of n=2 or 3 particles?

H =
NX

i=1

✏ini + t

N�1X

i=1

(c†i ci+1 + c
†
i+1ci) + V

N�1X

i=1

nini+1

When particles are far apart: n-particle state is unaffected

When particles are close: changed n-particle states!
Expectation: seeds of many-body delocalization



Few-Body Greens Functions
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2

In the remainder of this paper, we will first in-
troduce the relevant model (Sec. II), define n-particle
Greens functions (Sec. III) and display numerical results
(Sec. IV). In Sec. V we will calculate the beta function of
a renormalized n-particle transmission coe�cient based
on the scaling hypothesis. To understand the numerical
results, we will discuss a map from interacting particle
systems onto noninteracting particle systems with sym-
plectic symmetry in Sec. VI. We conclude with a discus-
sion of how our central hypothesis a↵ects the properties
of many-body localization in Sec. VII.

II. MODEL

The ’standard model’ of many-body localization is that
of a chain of hopping spinless fermions with nearest-
neighbor repulsion,[9]

H = �t

X

hiji

c
†
i cj + V

X

hiji

ninj +
X

i

µini (2)

where µi, the onsite chemical potential, is a random vari-
able from a uniform distribution µi 2 [�W,W ]. We will
consider chains with length L and open boundary con-
ditions. This model is equivalent, when V = 2t, to the
random field Heisenberg chain,[39, 40] which has been
shown to exhibit a MBL-to-ergodic transition at a crit-
ical value Wc ⇡ 3.6t.[41] In the absence of interactions,
all single-particle eigenstates are localized, with a local-
ization length of �1(W ) = 105/4(t/W )2 in the limit of
small W .[1, 2, 4]

In the remainder of the paper we set t = 1 and V = 2.

III. n-PARTICLE GREENS FUNCTIONS

Whether or not an n-particle state is delocalized or
not, can be inferred from calculating the Greens function.
For a single particle, the Greens function expresses the
expectation value of creating a particle at position y and
retrieving it at position x. The Greens function over the
full length of a chain with open boundary conditions thus
corresponds to the likelihood of transmitting a particle
through its entire length.

The single-particle Greens function is defined as

G1(x; y;E) = h0|cx(E �H)�1
c
†
y|0i (3)

which can be calculated using the single-particle eigen-
states �in (such that H

0
ij�jn = ✏n�in where H

0 is real-
space the single-particle Hamiltonian matrix),

G1(x; y;E) =
X

n

�xn�yn

E � ✏n
. (4)

From now on, we always look at the middle of the spec-
trum, E = 0. An exact calculation of the single-particle

spectrum, and thus the single-particle Green’s function,
takes a computational time proportional to O(L3).
For disordered systems defined by disorder strengthW ,

we can disorder average the Greens function. In particu-
lar, for system with length L the single-particle localiza-
tion is defined as[3]

�
�1
1 (W,L) = �

2

L� 1
hlog |G1(1;L)|

2
idis (5)

This quantity can be related to the disorder-averaged
single-particle transmission coe�cient

T1(W,L) = exp

✓
�2L

�1(W,L)

◆
(6)

For a localized system, the limit limL!1 �1(W,L) yields
the single-particle localization length.
Similarly, one can define the 2-particle Greens function

G2(x1, x2; y1, y2;E) = h0|cx2cx1(E �H)�1
c
†
y1
c
†
y2
|0i (7)

In the absence of interactions, this 2-particle Greens func-
tion can be evaluated using the single-particle eigen-
states, making use of the fact that fermions are indis-
tinguishable particles that anticommute,

G
(0)
2 =

X

mn

�x2n�x1m�y1m�y2n � �x2m�x1n�y1m�y2n

E � ✏m � ✏n
(8)

The interacting 2-particle Greens function needs to
include the e↵ect of the interaction term Hint =
V
P

hiji ninj . An exact calculation of the 2-particle

Greens function scales as O(L6), because the 2-particle
Hilbert space equals O(L2). Following Von Oppen and
co-workers,[22, 26] however, we can drastically speed up
this calculation by using Dyson’s equation.
Writing the 2-particle Greens function as a matrix in

the L(L�1)/2-dimensionsal 2-particle Hilbert space, the
Dyson equation reads

G2 = G
(0)
2 +G

(0)
2 HintG2 (9)

where G
(0)
2 is the non-interacting Greens function from

Eq. (8). The trick is to realize that the interactions are
diagonal and only act on the (L � 1) states where the
two particles are nearest neighbors. We can thus restrict
the Dyson equation (9) to the subspace with neighboring
particles,

G̃2 = G̃
(0)
2 + G̃

(0)
2 HintG̃2 (10)

where G̃
(0)
2 is the noninteracting 2-particle Greens func-

tion restricted to the states where the two particles are
neighboring. Consequently, the interacting Greens func-
tion G̃2 can be calculated quite e�ciently: O(L3) to
get the single-particle eigenstates, O(L4) to compute
the noninteracting 2-particle Greens function in the re-
stricted subspace, and O(L3) to solve the Dyson equa-
tion. The leading contribution to the computing time
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In the remainder of this paper, we will first in-
troduce the relevant model (Sec. II), define n-particle
Greens functions (Sec. III) and display numerical results
(Sec. IV). In Sec. V we will calculate the beta function of
a renormalized n-particle transmission coe�cient based
on the scaling hypothesis. To understand the numerical
results, we will discuss a map from interacting particle
systems onto noninteracting particle systems with sym-
plectic symmetry in Sec. VI. We conclude with a discus-
sion of how our central hypothesis a↵ects the properties
of many-body localization in Sec. VII.
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where µi, the onsite chemical potential, is a random vari-
able from a uniform distribution µi 2 [�W,W ]. We will
consider chains with length L and open boundary con-
ditions. This model is equivalent, when V = 2t, to the
random field Heisenberg chain,[39, 40] which has been
shown to exhibit a MBL-to-ergodic transition at a crit-
ical value Wc ⇡ 3.6t.[41] In the absence of interactions,
all single-particle eigenstates are localized, with a local-
ization length of �1(W ) = 105/4(t/W )2 in the limit of
small W .[1, 2, 4]

In the remainder of the paper we set t = 1 and V = 2.

III. n-PARTICLE GREENS FUNCTIONS

Whether or not an n-particle state is delocalized or
not, can be inferred from calculating the Greens function.
For a single particle, the Greens function expresses the
expectation value of creating a particle at position y and
retrieving it at position x. The Greens function over the
full length of a chain with open boundary conditions thus
corresponds to the likelihood of transmitting a particle
through its entire length.

The single-particle Greens function is defined as
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trum, E = 0. An exact calculation of the single-particle

spectrum, and thus the single-particle Green’s function,
takes a computational time proportional to O(L3).
For disordered systems defined by disorder strengthW ,

we can disorder average the Greens function. In particu-
lar, for system with length L the single-particle localiza-
tion is defined as[3]
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This quantity can be related to the disorder-averaged
single-particle transmission coe�cient
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For a localized system, the limit limL!1 �1(W,L) yields
the single-particle localization length.
Similarly, one can define the 2-particle Greens function

G2(x1, x2; y1, y2;E) = h0|cx2cx1(E �H)�1
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In the absence of interactions, this 2-particle Greens func-
tion can be evaluated using the single-particle eigen-
states, making use of the fact that fermions are indis-
tinguishable particles that anticommute,
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The interacting 2-particle Greens function needs to
include the e↵ect of the interaction term Hint =
V
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hiji ninj . An exact calculation of the 2-particle

Greens function scales as O(L6), because the 2-particle
Hilbert space equals O(L2). Following Von Oppen and
co-workers,[22, 26] however, we can drastically speed up
this calculation by using Dyson’s equation.
Writing the 2-particle Greens function as a matrix in

the L(L�1)/2-dimensionsal 2-particle Hilbert space, the
Dyson equation reads

G2 = G
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Eq. (8). The trick is to realize that the interactions are
diagonal and only act on the (L � 1) states where the
two particles are nearest neighbors. We can thus restrict
the Dyson equation (9) to the subspace with neighboring
particles,

G̃2 = G̃
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where G̃
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2 is the noninteracting 2-particle Greens func-

tion restricted to the states where the two particles are
neighboring. Consequently, the interacting Greens func-
tion G̃2 can be calculated quite e�ciently: O(L3) to
get the single-particle eigenstates, O(L4) to compute
the noninteracting 2-particle Greens function in the re-
stricted subspace, and O(L3) to solve the Dyson equa-
tion. The leading contribution to the computing time

How to quantify this? Greens functions!

One-particle:

Two-particle: 

Greens function allows for effective localization length

One-particle:

Two-particle: 
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(Sec. IV). In Sec. V we will calculate the beta function of
a renormalized n-particle transmission coe�cient based
on the scaling hypothesis. To understand the numerical
results, we will discuss a map from interacting particle
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sion of how our central hypothesis a↵ects the properties
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able from a uniform distribution µi 2 [�W,W ]. We will
consider chains with length L and open boundary con-
ditions. This model is equivalent, when V = 2t, to the
random field Heisenberg chain,[39, 40] which has been
shown to exhibit a MBL-to-ergodic transition at a crit-
ical value Wc ⇡ 3.6t.[41] In the absence of interactions,
all single-particle eigenstates are localized, with a local-
ization length of �1(W ) = 105/4(t/W )2 in the limit of
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For a single particle, the Greens function expresses the
expectation value of creating a particle at position y and
retrieving it at position x. The Greens function over the
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through its entire length.
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For a localized system, the limit limL!1 �1(W,L) yields
the single-particle localization length.
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the noninteracting 2-particle Greens function in the re-
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Scaling theory
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Dimensionless conductance             is a general form of transmission coefficient

Determined by scaling

g(L)
<latexit sha1_base64="kpPEH6+jQXmMhPzEjdnCWFKgApc=">AAAB7HicbVA9SwNBEJ2LXzF+RS1tFoMQm3AXBS0DNhYWEbwYSI6wt5lLluztHbt7Qgj5DTYWitj6g+z8N26SKzTxwcDjvRlm5oWp4Nq47rdTWFvf2Nwqbpd2dvf2D8qHRy2dZIqhzxKRqHZINQou0TfcCGynCmkcCnwMRzcz//EJleaJfDDjFIOYDiSPOKPGSv6AVO/Oe+WKW3PnIKvEy0kFcjR75a9uP2FZjNIwQbXueG5qgglVhjOB01I305hSNqID7FgqaYw6mMyPnZIzq/RJlChb0pC5+ntiQmOtx3FoO2NqhnrZm4n/eZ3MRNfBhMs0MyjZYlGUCWISMvuc9LlCZsTYEsoUt7cSNqSKMmPzKdkQvOWXV0mrXvMuavX7y0rDzeMowgmcQhU8uIIG3EITfGDA4Rle4c2Rzovz7nwsWgtOPnMMf+B8/gB9H43C</latexit>

Ref: Abrahams PRL 1979

�(g) = d ln g/d lnL
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large g: bulk conduction

�(g) ! d� 2
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Numerical results for scaling theory
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Ref: MacKinnon PRL 1981
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Exact calculation of Greens function is inefficient so use a trick 

Two-particle noninteracting Greens function is 

Dyson’s equation states

But local interactions only act on              part of Hilbert space

Calculate the restricted Greens function 

Speeds up the computation of localization length 

Calculating few-body Greens functions

9/18Ref: Van Oppen PRL 1996; Ortuno EL 1999
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Scaling of two-body states in d=2
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2d Bose-Hubbard

Two-body states



Scaling of few-body states in d=1

Ref: Rademaker PRB 2021 11/18
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Beta function
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n-particle states in d=1

The scaling function fn can be transformed 
into a beta function

�(T ) =
d log Tn

d logL

= log Tn
d log fn(x)

d log x
<latexit sha1_base64="7Q0KyxTcRzzJ/TcoYMaJM0V6kCY=">AAACSHicbVBLSwMxGMzWV62vqkcvHxalgpTdKuhFKHjx4EGhVaFblmyabUOz2SXJSsuyP8+LR2/+Bi8eFPFm2q7iayAwmfmGLxk/5kxp2360CjOzc/MLxcXS0vLK6lp5feNKRYkktEUiHskbHyvKmaAtzTSnN7GkOPQ5vfYHp2P/+pZKxSLR1KOYdkLcEyxgBGsjeWXP9anG1eYe7MIJuIHEJIUuuDzqQdMTkKX55TwD1y3BdOzTdfe/IhMtMFp1uPcVGmZeuWLX7AngL3FyUkE5Lrzyg9uNSBJSoQnHSrUdO9adFEvNCKdZyU0UjTEZ4B5tGypwSFUnnRSRwY5RuhBE0hyhYaJ+T6Q4VGoU+mYyxLqvfntj8T+vnejguJMyESeaCjJdFCQcdATjVqHLJCWajwzBRDLzViB9bJrRpvuSKcH5/eW/5Kpecw5q9cvDSqOe11FEW2gbVZGDjlADnaEL1EIE3aEn9IJerXvr2Xqz3qejBSvPbKIfKBQ+AARxrTs=</latexit>



Few-body delocalization
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Delocalization transition
for n particles in d dimensions when
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n-particle states in d=1
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What does A. (W) mean in this case? The trans-
mission coefficient T of a very long bar may be
written as

T =exp[-2N/A. (W, M) ].
Taking Landauer's relation between the conduc-
tance g and T as valid"'" we have for large g
g-M /NX„(W) .

Comparison with the classical relations between
g and the conductivity 0 of a rod of length N
cross section M' yields finally

o(W) =1/x„(W).
The data for A. as a function of the disorder
are shown in the insets in Fig. 1. For d =3 the
critical exponents v and s for the localization
length and the conductivity were determined.
They were found to be equal and s = v=1.2+0.3,
the error bar resulting mainly from the uncer-
tainty in the position of 8', . In view of the in-
trinsic difficulties in a numerical determination
of these exponents we consider our result as in
good agreement with those of Vollhardt and
Wolf le, "who derived analytically v = s = 1. For
d =2 we find it very difficult to assign a power-
law behavior for A. „(W) as W decreases. A fit
by an essential singularity of the kind proposed
in Ref. 14 turned out to be successful, implying
that X„(W)-[exp(const/W')]/W'. However, the
data are also consistent with A. „(W) -exp(const/

they scale to the limit of extended states for in-
creasing M, and below which they scale to zero.
This is in accord with the predictions of Ref. 2.
Since P,(g) does not change its sign, the behavior
of P, is solely determined by the second factor
in Eq. (9) and the exact definition of G(T) is not
very important. Since we have a large number
of points in Fig. 1 and f~(x) is smooth we may
calculate the derivative in Eq. (9) very accurately.
Results, which were obtained with use of the
Landauer form of G(T), are shown in Fig. 2.
They are consistent with those of Ref. 2. In par-
ticular, f~(x) -x for f~ -0 in all dimensions gives
P, (g) -lng, which is characteristic of localiza-
tion. In the limit of large g, which corresponds
to f, - ~, we get P, (g) = + 1 for d =1 and 3, re-
spectively, because f,(x) =x and f,(x) -x ' as x
-0, in the conducting regime. In 2D our data
are consistent with f,(x) -lnx as x -™.This im-
plies P(g) -1/g, as predicted analytically. '"
Since the behavior of our numerically determined
P function depends crucially on the scaling func-
tions for the localization length, which were de-
rived uithout any a priori assumption about the

We may calculate the scaling behavior of the
conductance of a very long bar using

ding = ding+ dlnM.~lng ~lng
&lnM

Eliminating one length scale by setting dlnN
=dlnM, i.e., N/M remains constant, and assum-
ing g to depend only on T, i.e., g= G(T), we ob-
tain

ding
~ ( )

dlnf, (x)
mm (9)

Here x =A. (W)/M and P,(g) is the P function of
the case where A(W, M) is independent of M, i.e.,
d= 1. The result (7) suggests that, in the con-
ducting regime, the relative values of M and N
are unimportant. This is also true for X (W)
«M in the localized regime. Therefore we take
N =IVI in what follows.
Since, as noted earlier, there is a critical

value of A. (W,M)/M in SD; there are also critical
values of T and correspondingly g above which

FlG. 2. Scaling function P (g) for the conductance g.
Full line is for d = 1. Triangles and plusses are for
d = 2 and d = 3, respectively, as calculated from the
data in Fig. 1.
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Why is this possible?
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In d=2: Bound state of two particles

Single particle with internal structure

Sigma models with symplectic symmetry allow for delocalization in d=2
(spin-orbit coupling)

Example: Spinless fermions with nearest neighbor interaction

|Rxi
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Is it really true?
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Criticism in d=2: 
“just finite size effects in numerics”

… but these are results at weak disorder

Ref: Stellin, Orso PRB 2020

Criticism in d=1:

Three-particle states do not have clear 
symplectic symmetry

… but d=1 delocalization does exist!

Ref: Evers, Mirlin RMP 2008



On to many-body delocalization
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Back to d=1
W (disorder strength)

Wc
n=3 Wc

MBLWc
n=4 Wc

n=5

Critical disorder for n-body delocalization increases with n
up to the critical disorder for many-body delocalization

Energy/charge transport becomes increasingly difficult
when W > Wc

n for large n

Possible mechanism for subdiffusion?

Ref: Luitz, Bar Lev 2017
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Conclusion
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Delocalization transition for n particles in d dimensions when

n + d > 3
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Reference: Rademaker, Phys. Rev. B 104, 214204 (2021)
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How to break thermalization

by the ratio of lattice periodicities b, disorder
strength D, and phase offset f. Finally,U represents
the on-site interaction energy, and

ˇ

ni;s ¼

ˇ

c †i;s

ˇ

ci;s
is the local number operator (Fig. 1C).
This quasirandom model is special in that for

almost all irrational b (37), all single-particle
states become localized at the same critical dis-
order strength D/J = 2 (38). For larger disorder
strengths, the localization length decreases mono-
tonically. Such a transition was indeed ob-
served experimentally in a noninteracting bosonic
gas (30). In contrast, truly random disorder will
lead to single-particle localization in one dimen-
sion already for arbitrarily small disorder strengths.
Previous numerical work indicatesMBL in quasi-
random systems to be similar to that obtained for
a truly random potential (36).

Experiment

We experimentally realized the Aubry-André
model by superimposing on the primary, short
lattice (ls = 532 nm) a second, incommensu-
rate disorder lattice with ld = 738 nm (thus, b =
ls/ld ≈ 0.721) and control J, D, and f via lattice
depths and relative phase between the two lat-
tices (37). The interactions (U) between atoms
in the two different spin states j↑i and j↓i are
tuned via a magnetic Feshbach resonance (37).
In total, this provides independent control of
U, J, and D and enables us to continuously tune
the system from an Anderson insulator in the
noninteracting case to the MBL regime for inter-
acting particles.
An additional long lattice (ll = 1064 nm = 2ls)

forms a period-two superlattice (39, 40) together
with the short lattice and is used during the prep-
aration of the initial CDW state and during de-
tection (37). Deep lattices along the orthogonal
directions [l⊥= 738nmandV⊥=36(1)ER] create an
array of decoupled 1D tubes. Here, ER ¼ h2=
ð2ml2latÞ denotes the recoil energy, with h being
Planck’s constant, m the mass of the atoms, and
llat the respective wavelength of the lattice lasers.
We used a two-component degenerate Fermi

gas of 40K atoms, consisting of an equal mixture

of 90 × 103 to 110 × 103 atoms in each of the two
lowest hyperfine states jF ;mFi ¼ j 92 ;−

9
2i ≡ j↓i

and j 92 ;−
7
2i ≡ j↑i, at an initial temperature of

0.20(2) TF, where TF is the Fermi temperature.
The atoms were initially prepared in a finite
temperature band insulating state (41), with
up to 100 atoms per tube in the long and or-
thogonal lattices.We then split each lattice site by
ramping up the short lattice in a tilted con-
figuration (37) and subsequently ramped down
the long lattice. This creates a CDW, in which
there are no atoms on odd lattice sites but zero,
one, or two atoms on each even site (40, 42). This
initial CDW is then allowed to evolve for a given
time in the 8.0(2)ER deep short lattice at a
specific interaction strength U in the presence of
disorder D. In a final step, we detected the num-
ber of atoms on even and odd lattice sites by
using a band-mapping technique that maps them
to different bands of the superlattice (37, 42).
This allows us to directly measure the imbalance
I , as defined in Eq. 1, in much larger systems
than what is numerically feasible.

Results

We tracked the time evolution of the imbal-
ance I for various interactions U and disorder
strengths D (Fig. 2). At short times, the imbal-
ance exhibits some dynamics consisting of a fast
decay followed by a few damped oscillations.
After a few tunneling times t = h/(2pJ), the im-
balance approaches a stationary value. In a clean
system (D/J = 0), and for weak disorder, the sta-
tionary value of the imbalance approaches zero.
For stronger disorder, however, this behavior
changes dramatically, and the imbalance attains
a nonvanishing stationary value that persists for
all observation times. Because the imbalancemust
decay to zero on approaching thermal equilib-
rium at these high energies, the nonvanishing
stationary value of I directly indicates non-
ergodic dynamics. Deep in the localized phase,
in which unbiased numerical density-matrix re-
normalization group (DMRG) calculations are
feasible because of the slowentanglement growth,

we found the stationary value obtained in the
simulations to be in very good agreement with
the experimental result. These simulations were
performed for a single homogeneous tube with-
out any trapping potentials (37). The stronger
damping of oscillations observed in the exper-
iment can be attributed to a dephasing caused
by variations in J between different 1D tubes
(37, 42).
We experimentally observed an additional

very slow decay of I on a time scale of several
hundred tunneling times for all interaction
strengths, which we attribute to the fact that
our system is not perfectly closed owing to small
background gas losses, technical heating, pho-
ton scattering, and coupling to neighboring

SCIENCE sciencemag.org 21 AUGUST 2015 • VOL 349 ISSUE 6250 843

Fig. 1. Schematics of the many-
body system, initial state, and
phase diagram. (A) Initial state of
our system consisting of a CDW, in
which all atoms occupy even sites
(e) only. For an interacting many-body
system, the evolution of this state over
time depends on whether the system is
ergodic or not. (B) Schematic phase
diagram for the system. In the ergodic,
delocalized phase (white), the initial
CDWquickly decays,whereas it persists
for long times in the nonergodic, local-
ized phase (yellow).The striped area
indicates the dependence of the
transition on the doublon fraction, with
the black solid line indicating the case of no doublons.The black dash-dotted line represents the experimentally observed transition for a finite doublon fraction,
extracted from the data in Fig. 4.The gray arrows depict the postulated pattern of renormalization group flows controlling the localization transition. For U = 0, as
well as in the limit of infinite U with no doublons present (37), the transition is controlled by the noninteracting Aubry-André critical point, represented by the
unstable gray fixed points. Generically, however, it is governed by the MBL critical point (48), shown in red. The U = 0 and U = ∞ as well as the D/J = 0 limits
represent special integrable cases that are not ergodic (51, 52). (C) A schematic representation of the three terms in the Aubry-André Hamiltonian (Eq. 2).

Fig. 2. Time evolution of an initial CDW. A CDW,
consisting of fermionic atoms occupying only even
sites, is allowed to evolve in a lattice with an ad-
ditional quasirandom disorder potential. After var-
iable times, the imbalance I between atoms on
odd and even sites is measured. Experimental
time traces (circles) and DMRG calculations for
a single homogeneous tube (lines) (37) are shown
for various disorder strengths D. Each experi-
mental data point denotes the average of six dif-
ferent realizations of the disorder potential, and
the error bars show the SD of the mean. The
shaded region indicates the time window used
to characterize the stationary imbalance in the
rest of the analysis.
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Calculate (Local) Integrals of Motion
Ref: Rademaker, Ortuño, PRL 2016 

Scaling theory of few-body delocalization
Ref: Rademaker, PRB 2021 

Disorder

Therm
al bath

MBL
by the ratio of lattice periodicities b, disorder
strength D, and phase offset f. Finally,U represents
the on-site interaction energy, and

ˇ

ni;s ¼

ˇ

c †i;s

ˇ

ci;s
is the local number operator (Fig. 1C).
This quasirandom model is special in that for

almost all irrational b (37), all single-particle
states become localized at the same critical dis-
order strength D/J = 2 (38). For larger disorder
strengths, the localization length decreases mono-
tonically. Such a transition was indeed ob-
served experimentally in a noninteracting bosonic
gas (30). In contrast, truly random disorder will
lead to single-particle localization in one dimen-
sion already for arbitrarily small disorder strengths.
Previous numerical work indicatesMBL in quasi-
random systems to be similar to that obtained for
a truly random potential (36).

Experiment

We experimentally realized the Aubry-André
model by superimposing on the primary, short
lattice (ls = 532 nm) a second, incommensu-
rate disorder lattice with ld = 738 nm (thus, b =
ls/ld ≈ 0.721) and control J, D, and f via lattice
depths and relative phase between the two lat-
tices (37). The interactions (U) between atoms
in the two different spin states j↑i and j↓i are
tuned via a magnetic Feshbach resonance (37).
In total, this provides independent control of
U, J, and D and enables us to continuously tune
the system from an Anderson insulator in the
noninteracting case to the MBL regime for inter-
acting particles.
An additional long lattice (ll = 1064 nm = 2ls)

forms a period-two superlattice (39, 40) together
with the short lattice and is used during the prep-
aration of the initial CDW state and during de-
tection (37). Deep lattices along the orthogonal
directions [l⊥= 738nmandV⊥=36(1)ER] create an
array of decoupled 1D tubes. Here, ER ¼ h2=
ð2ml2latÞ denotes the recoil energy, with h being
Planck’s constant, m the mass of the atoms, and
llat the respective wavelength of the lattice lasers.
We used a two-component degenerate Fermi

gas of 40K atoms, consisting of an equal mixture

of 90 × 103 to 110 × 103 atoms in each of the two
lowest hyperfine states jF ;mFi ¼ j 92 ;−

9
2i ≡ j↓i

and j 92 ;−
7
2i ≡ j↑i, at an initial temperature of

0.20(2) TF, where TF is the Fermi temperature.
The atoms were initially prepared in a finite
temperature band insulating state (41), with
up to 100 atoms per tube in the long and or-
thogonal lattices.We then split each lattice site by
ramping up the short lattice in a tilted con-
figuration (37) and subsequently ramped down
the long lattice. This creates a CDW, in which
there are no atoms on odd lattice sites but zero,
one, or two atoms on each even site (40, 42). This
initial CDW is then allowed to evolve for a given
time in the 8.0(2)ER deep short lattice at a
specific interaction strength U in the presence of
disorder D. In a final step, we detected the num-
ber of atoms on even and odd lattice sites by
using a band-mapping technique that maps them
to different bands of the superlattice (37, 42).
This allows us to directly measure the imbalance
I , as defined in Eq. 1, in much larger systems
than what is numerically feasible.

Results

We tracked the time evolution of the imbal-
ance I for various interactions U and disorder
strengths D (Fig. 2). At short times, the imbal-
ance exhibits some dynamics consisting of a fast
decay followed by a few damped oscillations.
After a few tunneling times t = h/(2pJ), the im-
balance approaches a stationary value. In a clean
system (D/J = 0), and for weak disorder, the sta-
tionary value of the imbalance approaches zero.
For stronger disorder, however, this behavior
changes dramatically, and the imbalance attains
a nonvanishing stationary value that persists for
all observation times. Because the imbalancemust
decay to zero on approaching thermal equilib-
rium at these high energies, the nonvanishing
stationary value of I directly indicates non-
ergodic dynamics. Deep in the localized phase,
in which unbiased numerical density-matrix re-
normalization group (DMRG) calculations are
feasible because of the slowentanglement growth,

we found the stationary value obtained in the
simulations to be in very good agreement with
the experimental result. These simulations were
performed for a single homogeneous tube with-
out any trapping potentials (37). The stronger
damping of oscillations observed in the exper-
iment can be attributed to a dephasing caused
by variations in J between different 1D tubes
(37, 42).
We experimentally observed an additional

very slow decay of I on a time scale of several
hundred tunneling times for all interaction
strengths, which we attribute to the fact that
our system is not perfectly closed owing to small
background gas losses, technical heating, pho-
ton scattering, and coupling to neighboring
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Fig. 1. Schematics of the many-
body system, initial state, and
phase diagram. (A) Initial state of
our system consisting of a CDW, in
which all atoms occupy even sites
(e) only. For an interacting many-body
system, the evolution of this state over
time depends on whether the system is
ergodic or not. (B) Schematic phase
diagram for the system. In the ergodic,
delocalized phase (white), the initial
CDWquickly decays,whereas it persists
for long times in the nonergodic, local-
ized phase (yellow).The striped area
indicates the dependence of the
transition on the doublon fraction, with
the black solid line indicating the case of no doublons.The black dash-dotted line represents the experimentally observed transition for a finite doublon fraction,
extracted from the data in Fig. 4.The gray arrows depict the postulated pattern of renormalization group flows controlling the localization transition. For U = 0, as
well as in the limit of infinite U with no doublons present (37), the transition is controlled by the noninteracting Aubry-André critical point, represented by the
unstable gray fixed points. Generically, however, it is governed by the MBL critical point (48), shown in red. The U = 0 and U = ∞ as well as the D/J = 0 limits
represent special integrable cases that are not ergodic (51, 52). (C) A schematic representation of the three terms in the Aubry-André Hamiltonian (Eq. 2).

Fig. 2. Time evolution of an initial CDW. A CDW,
consisting of fermionic atoms occupying only even
sites, is allowed to evolve in a lattice with an ad-
ditional quasirandom disorder potential. After var-
iable times, the imbalance I between atoms on
odd and even sites is measured. Experimental
time traces (circles) and DMRG calculations for
a single homogeneous tube (lines) (37) are shown
for various disorder strengths D. Each experi-
mental data point denotes the average of six dif-
ferent realizations of the disorder potential, and
the error bars show the SD of the mean. The
shaded region indicates the time window used
to characterize the stationary imbalance in the
rest of the analysis.
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Spin glasses

Self-generated 
glasses

The landscape of a self-generated electron glass
Ref: Mahmoudian, Rademaker, et al., PRL 2015
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Dynamics of a quantum spin glass
Ref: Rademaker, Abanin, PRL 2020
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Vijkl
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c†jck cl

Failure of perturbation theory

Perturbative construction: dress the electrons with particle-hole excitations

Ref: Rademaker, Ortuño, PRL 2016; Rademaker, Ortuño, Somoza Ann Phys 2017

2nd order perturbation theory
particle-hole excitation

This guy can blow up due to resonances!

Anderson LIOMs interactions
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by the ratio of lattice periodicities b, disorder
strength D, and phase offset f. Finally,U represents
the on-site interaction energy, and

ˇ

ni;s ¼

ˇ

c †i;s

ˇ

ci;s
is the local number operator (Fig. 1C).
This quasirandom model is special in that for

almost all irrational b (37), all single-particle
states become localized at the same critical dis-
order strength D/J = 2 (38). For larger disorder
strengths, the localization length decreases mono-
tonically. Such a transition was indeed ob-
served experimentally in a noninteracting bosonic
gas (30). In contrast, truly random disorder will
lead to single-particle localization in one dimen-
sion already for arbitrarily small disorder strengths.
Previous numerical work indicatesMBL in quasi-
random systems to be similar to that obtained for
a truly random potential (36).

Experiment

We experimentally realized the Aubry-André
model by superimposing on the primary, short
lattice (ls = 532 nm) a second, incommensu-
rate disorder lattice with ld = 738 nm (thus, b =
ls/ld ≈ 0.721) and control J, D, and f via lattice
depths and relative phase between the two lat-
tices (37). The interactions (U) between atoms
in the two different spin states j↑i and j↓i are
tuned via a magnetic Feshbach resonance (37).
In total, this provides independent control of
U, J, and D and enables us to continuously tune
the system from an Anderson insulator in the
noninteracting case to the MBL regime for inter-
acting particles.
An additional long lattice (ll = 1064 nm = 2ls)

forms a period-two superlattice (39, 40) together
with the short lattice and is used during the prep-
aration of the initial CDW state and during de-
tection (37). Deep lattices along the orthogonal
directions [l⊥= 738nmandV⊥=36(1)ER] create an
array of decoupled 1D tubes. Here, ER ¼ h2=
ð2ml2latÞ denotes the recoil energy, with h being
Planck’s constant, m the mass of the atoms, and
llat the respective wavelength of the lattice lasers.
We used a two-component degenerate Fermi

gas of 40K atoms, consisting of an equal mixture

of 90 × 103 to 110 × 103 atoms in each of the two
lowest hyperfine states jF ;mFi ¼ j 92 ;−

9
2i ≡ j↓i

and j 92 ;−
7
2i ≡ j↑i, at an initial temperature of

0.20(2) TF, where TF is the Fermi temperature.
The atoms were initially prepared in a finite
temperature band insulating state (41), with
up to 100 atoms per tube in the long and or-
thogonal lattices.We then split each lattice site by
ramping up the short lattice in a tilted con-
figuration (37) and subsequently ramped down
the long lattice. This creates a CDW, in which
there are no atoms on odd lattice sites but zero,
one, or two atoms on each even site (40, 42). This
initial CDW is then allowed to evolve for a given
time in the 8.0(2)ER deep short lattice at a
specific interaction strength U in the presence of
disorder D. In a final step, we detected the num-
ber of atoms on even and odd lattice sites by
using a band-mapping technique that maps them
to different bands of the superlattice (37, 42).
This allows us to directly measure the imbalance
I , as defined in Eq. 1, in much larger systems
than what is numerically feasible.

Results

We tracked the time evolution of the imbal-
ance I for various interactions U and disorder
strengths D (Fig. 2). At short times, the imbal-
ance exhibits some dynamics consisting of a fast
decay followed by a few damped oscillations.
After a few tunneling times t = h/(2pJ), the im-
balance approaches a stationary value. In a clean
system (D/J = 0), and for weak disorder, the sta-
tionary value of the imbalance approaches zero.
For stronger disorder, however, this behavior
changes dramatically, and the imbalance attains
a nonvanishing stationary value that persists for
all observation times. Because the imbalancemust
decay to zero on approaching thermal equilib-
rium at these high energies, the nonvanishing
stationary value of I directly indicates non-
ergodic dynamics. Deep in the localized phase,
in which unbiased numerical density-matrix re-
normalization group (DMRG) calculations are
feasible because of the slowentanglement growth,

we found the stationary value obtained in the
simulations to be in very good agreement with
the experimental result. These simulations were
performed for a single homogeneous tube with-
out any trapping potentials (37). The stronger
damping of oscillations observed in the exper-
iment can be attributed to a dephasing caused
by variations in J between different 1D tubes
(37, 42).
We experimentally observed an additional

very slow decay of I on a time scale of several
hundred tunneling times for all interaction
strengths, which we attribute to the fact that
our system is not perfectly closed owing to small
background gas losses, technical heating, pho-
ton scattering, and coupling to neighboring
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Fig. 1. Schematics of the many-
body system, initial state, and
phase diagram. (A) Initial state of
our system consisting of a CDW, in
which all atoms occupy even sites
(e) only. For an interacting many-body
system, the evolution of this state over
time depends on whether the system is
ergodic or not. (B) Schematic phase
diagram for the system. In the ergodic,
delocalized phase (white), the initial
CDWquickly decays,whereas it persists
for long times in the nonergodic, local-
ized phase (yellow).The striped area
indicates the dependence of the
transition on the doublon fraction, with
the black solid line indicating the case of no doublons.The black dash-dotted line represents the experimentally observed transition for a finite doublon fraction,
extracted from the data in Fig. 4.The gray arrows depict the postulated pattern of renormalization group flows controlling the localization transition. For U = 0, as
well as in the limit of infinite U with no doublons present (37), the transition is controlled by the noninteracting Aubry-André critical point, represented by the
unstable gray fixed points. Generically, however, it is governed by the MBL critical point (48), shown in red. The U = 0 and U = ∞ as well as the D/J = 0 limits
represent special integrable cases that are not ergodic (51, 52). (C) A schematic representation of the three terms in the Aubry-André Hamiltonian (Eq. 2).

Fig. 2. Time evolution of an initial CDW. A CDW,
consisting of fermionic atoms occupying only even
sites, is allowed to evolve in a lattice with an ad-
ditional quasirandom disorder potential. After var-
iable times, the imbalance I between atoms on
odd and even sites is measured. Experimental
time traces (circles) and DMRG calculations for
a single homogeneous tube (lines) (37) are shown
for various disorder strengths D. Each experi-
mental data point denotes the average of six dif-
ferent realizations of the disorder potential, and
the error bars show the SD of the mean. The
shaded region indicates the time window used
to characterize the stationary imbalance in the
rest of the analysis.
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Displacement transformations

Our solution: Consider one interaction term: 

Introduce displacement transformations

The interaction term disappeared!

D�(X) = exp
�
�(X† �X)

�

Ref: Rademaker, Ortuño, PRL 2016; Rademaker, Ortuño, Somoza Ann Phys 2017

Anderson LIOMs interactions
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by the ratio of lattice periodicities b, disorder
strength D, and phase offset f. Finally,U represents
the on-site interaction energy, and

ˇ

ni;s ¼

ˇ

c †i;s

ˇ

ci;s
is the local number operator (Fig. 1C).
This quasirandom model is special in that for

almost all irrational b (37), all single-particle
states become localized at the same critical dis-
order strength D/J = 2 (38). For larger disorder
strengths, the localization length decreases mono-
tonically. Such a transition was indeed ob-
served experimentally in a noninteracting bosonic
gas (30). In contrast, truly random disorder will
lead to single-particle localization in one dimen-
sion already for arbitrarily small disorder strengths.
Previous numerical work indicatesMBL in quasi-
random systems to be similar to that obtained for
a truly random potential (36).

Experiment

We experimentally realized the Aubry-André
model by superimposing on the primary, short
lattice (ls = 532 nm) a second, incommensu-
rate disorder lattice with ld = 738 nm (thus, b =
ls/ld ≈ 0.721) and control J, D, and f via lattice
depths and relative phase between the two lat-
tices (37). The interactions (U) between atoms
in the two different spin states j↑i and j↓i are
tuned via a magnetic Feshbach resonance (37).
In total, this provides independent control of
U, J, and D and enables us to continuously tune
the system from an Anderson insulator in the
noninteracting case to the MBL regime for inter-
acting particles.
An additional long lattice (ll = 1064 nm = 2ls)

forms a period-two superlattice (39, 40) together
with the short lattice and is used during the prep-
aration of the initial CDW state and during de-
tection (37). Deep lattices along the orthogonal
directions [l⊥= 738nmandV⊥=36(1)ER] create an
array of decoupled 1D tubes. Here, ER ¼ h2=
ð2ml2latÞ denotes the recoil energy, with h being
Planck’s constant, m the mass of the atoms, and
llat the respective wavelength of the lattice lasers.
We used a two-component degenerate Fermi

gas of 40K atoms, consisting of an equal mixture

of 90 × 103 to 110 × 103 atoms in each of the two
lowest hyperfine states jF ;mFi ¼ j 92 ;−

9
2i ≡ j↓i

and j 92 ;−
7
2i ≡ j↑i, at an initial temperature of

0.20(2) TF, where TF is the Fermi temperature.
The atoms were initially prepared in a finite
temperature band insulating state (41), with
up to 100 atoms per tube in the long and or-
thogonal lattices.We then split each lattice site by
ramping up the short lattice in a tilted con-
figuration (37) and subsequently ramped down
the long lattice. This creates a CDW, in which
there are no atoms on odd lattice sites but zero,
one, or two atoms on each even site (40, 42). This
initial CDW is then allowed to evolve for a given
time in the 8.0(2)ER deep short lattice at a
specific interaction strength U in the presence of
disorder D. In a final step, we detected the num-
ber of atoms on even and odd lattice sites by
using a band-mapping technique that maps them
to different bands of the superlattice (37, 42).
This allows us to directly measure the imbalance
I , as defined in Eq. 1, in much larger systems
than what is numerically feasible.

Results

We tracked the time evolution of the imbal-
ance I for various interactions U and disorder
strengths D (Fig. 2). At short times, the imbal-
ance exhibits some dynamics consisting of a fast
decay followed by a few damped oscillations.
After a few tunneling times t = h/(2pJ), the im-
balance approaches a stationary value. In a clean
system (D/J = 0), and for weak disorder, the sta-
tionary value of the imbalance approaches zero.
For stronger disorder, however, this behavior
changes dramatically, and the imbalance attains
a nonvanishing stationary value that persists for
all observation times. Because the imbalancemust
decay to zero on approaching thermal equilib-
rium at these high energies, the nonvanishing
stationary value of I directly indicates non-
ergodic dynamics. Deep in the localized phase,
in which unbiased numerical density-matrix re-
normalization group (DMRG) calculations are
feasible because of the slowentanglement growth,

we found the stationary value obtained in the
simulations to be in very good agreement with
the experimental result. These simulations were
performed for a single homogeneous tube with-
out any trapping potentials (37). The stronger
damping of oscillations observed in the exper-
iment can be attributed to a dephasing caused
by variations in J between different 1D tubes
(37, 42).
We experimentally observed an additional

very slow decay of I on a time scale of several
hundred tunneling times for all interaction
strengths, which we attribute to the fact that
our system is not perfectly closed owing to small
background gas losses, technical heating, pho-
ton scattering, and coupling to neighboring
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Fig. 1. Schematics of the many-
body system, initial state, and
phase diagram. (A) Initial state of
our system consisting of a CDW, in
which all atoms occupy even sites
(e) only. For an interacting many-body
system, the evolution of this state over
time depends on whether the system is
ergodic or not. (B) Schematic phase
diagram for the system. In the ergodic,
delocalized phase (white), the initial
CDWquickly decays,whereas it persists
for long times in the nonergodic, local-
ized phase (yellow).The striped area
indicates the dependence of the
transition on the doublon fraction, with
the black solid line indicating the case of no doublons.The black dash-dotted line represents the experimentally observed transition for a finite doublon fraction,
extracted from the data in Fig. 4.The gray arrows depict the postulated pattern of renormalization group flows controlling the localization transition. For U = 0, as
well as in the limit of infinite U with no doublons present (37), the transition is controlled by the noninteracting Aubry-André critical point, represented by the
unstable gray fixed points. Generically, however, it is governed by the MBL critical point (48), shown in red. The U = 0 and U = ∞ as well as the D/J = 0 limits
represent special integrable cases that are not ergodic (51, 52). (C) A schematic representation of the three terms in the Aubry-André Hamiltonian (Eq. 2).

Fig. 2. Time evolution of an initial CDW. A CDW,
consisting of fermionic atoms occupying only even
sites, is allowed to evolve in a lattice with an ad-
ditional quasirandom disorder potential. After var-
iable times, the imbalance I between atoms on
odd and even sites is measured. Experimental
time traces (circles) and DMRG calculations for
a single homogeneous tube (lines) (37) are shown
for various disorder strengths D. Each experi-
mental data point denotes the average of six dif-
ferent realizations of the disorder potential, and
the error bars show the SD of the mean. The
shaded region indicates the time window used
to characterize the stationary imbalance in the
rest of the analysis.
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Compute Local Integrals of Motion
Repeated displacement transformations:
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L. Rademaker et al.: Many-body localization from the perspective of Integrals of Motion

Figure 2 Spread of the integrals of motion for various disorder
strengths. Top: the square of the one-electron wavefunction as
a function of distance. Bottom: Upon inclusion of interactions,
we can measure the weight of each integral of motion following
Eqn. (31).

disorder and for a system size L = 60. We note an ex-
ponential decay with distance of the components of
the IOM for all values of the disordered considered. For
comparison, we also plot the distance dependence of
the modulus square of one-electron wavefunctions. It is
clear that the inclusion of interactions increases the lo-
calization length. Later we will quantitatively compare all
the different localization lengths.

A different way to quantify the spread of the IOM is
through the overlap

O(i, j) = Tr τ̂ z
i n̂j

Tr n̂j
. (35)

At the same site, it should return O(i, i) = 1 if the inte-
gral of motion τ̂ z

i is completely localized at site i. If τ̂ z
i is

completely delocalized, the overlap should reduce to 1
2

(which can be easily seen by computing Tr n̂i n̂j/Trn̂i = 1
2

for i != j).

Figure 3 Average overlap between an IOM and its original density
operator as a function of disorder for several system sizes. Solid
lines correspond to traces over !nite density states, while dashed
lines to traces over two particle states.

We also need to specify over which states we perform
the trace in Eqn. (35). Obviously, the trace depends on the
number of particles of the state space. The trace of any
operator Ô in the subspace of a fixed number of particles
k can be constructed from fewer-particle traces. Let us
assume that the diagonal part of the operator Ô is split
in terms of the number of density operators involved as,

Ô = Ô1 + Ô2 + Ô3 + · · · (36)

where Ô1 only contains terms with only one density op-
erator, Ô2 only contains terms that are the product of two
density operators, etc. The trace over the state space of k
particles in L sites is

TrÔ
N

= k
L

Tr1 Ô1 + k(k − 1)
L(L − 1)

Tr2 Ô2

+ k(k − 1)(k − 2)
L(L − 1)(L − 2)

Tr3 Ô3 + · · · (37)

where Trn is the trace over the subspace of n particles.
To measure the degree of delocalization produced

by the interactions, we consider in Eqn. (35) the den-
sity operator for the one-particle state αi that has the
most overlap with the original site state i. We have com-
puted O(i,αi) as a function of disorder, which is shown
in Fig. 3. Solid curves correspond the trace performed
in half-filled k = L/2 systems, while dashed lines cor-
respond to two-electron systems. It is clear that our
method captures the drastic difference between finite
density states an few particle states, even though we only
diagonalized few-particle states. For two electron states,
the overlap tends to 1 for all disorder as system size
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by the ratio of lattice periodicities b, disorder
strength D, and phase offset f. Finally,U represents
the on-site interaction energy, and

ˇ

ni;s ¼

ˇ

c †i;s

ˇ

ci;s
is the local number operator (Fig. 1C).
This quasirandom model is special in that for

almost all irrational b (37), all single-particle
states become localized at the same critical dis-
order strength D/J = 2 (38). For larger disorder
strengths, the localization length decreases mono-
tonically. Such a transition was indeed ob-
served experimentally in a noninteracting bosonic
gas (30). In contrast, truly random disorder will
lead to single-particle localization in one dimen-
sion already for arbitrarily small disorder strengths.
Previous numerical work indicatesMBL in quasi-
random systems to be similar to that obtained for
a truly random potential (36).

Experiment

We experimentally realized the Aubry-André
model by superimposing on the primary, short
lattice (ls = 532 nm) a second, incommensu-
rate disorder lattice with ld = 738 nm (thus, b =
ls/ld ≈ 0.721) and control J, D, and f via lattice
depths and relative phase between the two lat-
tices (37). The interactions (U) between atoms
in the two different spin states j↑i and j↓i are
tuned via a magnetic Feshbach resonance (37).
In total, this provides independent control of
U, J, and D and enables us to continuously tune
the system from an Anderson insulator in the
noninteracting case to the MBL regime for inter-
acting particles.
An additional long lattice (ll = 1064 nm = 2ls)

forms a period-two superlattice (39, 40) together
with the short lattice and is used during the prep-
aration of the initial CDW state and during de-
tection (37). Deep lattices along the orthogonal
directions [l⊥= 738nmandV⊥=36(1)ER] create an
array of decoupled 1D tubes. Here, ER ¼ h2=
ð2ml2latÞ denotes the recoil energy, with h being
Planck’s constant, m the mass of the atoms, and
llat the respective wavelength of the lattice lasers.
We used a two-component degenerate Fermi

gas of 40K atoms, consisting of an equal mixture

of 90 × 103 to 110 × 103 atoms in each of the two
lowest hyperfine states jF ;mFi ¼ j 92 ;−

9
2i ≡ j↓i

and j 92 ;−
7
2i ≡ j↑i, at an initial temperature of

0.20(2) TF, where TF is the Fermi temperature.
The atoms were initially prepared in a finite
temperature band insulating state (41), with
up to 100 atoms per tube in the long and or-
thogonal lattices.We then split each lattice site by
ramping up the short lattice in a tilted con-
figuration (37) and subsequently ramped down
the long lattice. This creates a CDW, in which
there are no atoms on odd lattice sites but zero,
one, or two atoms on each even site (40, 42). This
initial CDW is then allowed to evolve for a given
time in the 8.0(2)ER deep short lattice at a
specific interaction strength U in the presence of
disorder D. In a final step, we detected the num-
ber of atoms on even and odd lattice sites by
using a band-mapping technique that maps them
to different bands of the superlattice (37, 42).
This allows us to directly measure the imbalance
I , as defined in Eq. 1, in much larger systems
than what is numerically feasible.

Results

We tracked the time evolution of the imbal-
ance I for various interactions U and disorder
strengths D (Fig. 2). At short times, the imbal-
ance exhibits some dynamics consisting of a fast
decay followed by a few damped oscillations.
After a few tunneling times t = h/(2pJ), the im-
balance approaches a stationary value. In a clean
system (D/J = 0), and for weak disorder, the sta-
tionary value of the imbalance approaches zero.
For stronger disorder, however, this behavior
changes dramatically, and the imbalance attains
a nonvanishing stationary value that persists for
all observation times. Because the imbalancemust
decay to zero on approaching thermal equilib-
rium at these high energies, the nonvanishing
stationary value of I directly indicates non-
ergodic dynamics. Deep in the localized phase,
in which unbiased numerical density-matrix re-
normalization group (DMRG) calculations are
feasible because of the slowentanglement growth,

we found the stationary value obtained in the
simulations to be in very good agreement with
the experimental result. These simulations were
performed for a single homogeneous tube with-
out any trapping potentials (37). The stronger
damping of oscillations observed in the exper-
iment can be attributed to a dephasing caused
by variations in J between different 1D tubes
(37, 42).
We experimentally observed an additional

very slow decay of I on a time scale of several
hundred tunneling times for all interaction
strengths, which we attribute to the fact that
our system is not perfectly closed owing to small
background gas losses, technical heating, pho-
ton scattering, and coupling to neighboring
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Fig. 1. Schematics of the many-
body system, initial state, and
phase diagram. (A) Initial state of
our system consisting of a CDW, in
which all atoms occupy even sites
(e) only. For an interacting many-body
system, the evolution of this state over
time depends on whether the system is
ergodic or not. (B) Schematic phase
diagram for the system. In the ergodic,
delocalized phase (white), the initial
CDWquickly decays,whereas it persists
for long times in the nonergodic, local-
ized phase (yellow).The striped area
indicates the dependence of the
transition on the doublon fraction, with
the black solid line indicating the case of no doublons.The black dash-dotted line represents the experimentally observed transition for a finite doublon fraction,
extracted from the data in Fig. 4.The gray arrows depict the postulated pattern of renormalization group flows controlling the localization transition. For U = 0, as
well as in the limit of infinite U with no doublons present (37), the transition is controlled by the noninteracting Aubry-André critical point, represented by the
unstable gray fixed points. Generically, however, it is governed by the MBL critical point (48), shown in red. The U = 0 and U = ∞ as well as the D/J = 0 limits
represent special integrable cases that are not ergodic (51, 52). (C) A schematic representation of the three terms in the Aubry-André Hamiltonian (Eq. 2).

Fig. 2. Time evolution of an initial CDW. A CDW,
consisting of fermionic atoms occupying only even
sites, is allowed to evolve in a lattice with an ad-
ditional quasirandom disorder potential. After var-
iable times, the imbalance I between atoms on
odd and even sites is measured. Experimental
time traces (circles) and DMRG calculations for
a single homogeneous tube (lines) (37) are shown
for various disorder strengths D. Each experi-
mental data point denotes the average of six dif-
ferent realizations of the disorder potential, and
the error bars show the SD of the mean. The
shaded region indicates the time window used
to characterize the stationary imbalance in the
rest of the analysis.
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Bring on the bath

How to calculate (Local) Integrals of Motion

Scaling theory of few-body delocalization

Dynamics of a quantum spin glass

The landscape of a self-generated electron glass

by the ratio of lattice periodicities b, disorder
strength D, and phase offset f. Finally,U represents
the on-site interaction energy, and

ˇ

ni;s ¼

ˇ

c †i;s

ˇ

ci;s
is the local number operator (Fig. 1C).
This quasirandom model is special in that for

almost all irrational b (37), all single-particle
states become localized at the same critical dis-
order strength D/J = 2 (38). For larger disorder
strengths, the localization length decreases mono-
tonically. Such a transition was indeed ob-
served experimentally in a noninteracting bosonic
gas (30). In contrast, truly random disorder will
lead to single-particle localization in one dimen-
sion already for arbitrarily small disorder strengths.
Previous numerical work indicatesMBL in quasi-
random systems to be similar to that obtained for
a truly random potential (36).

Experiment

We experimentally realized the Aubry-André
model by superimposing on the primary, short
lattice (ls = 532 nm) a second, incommensu-
rate disorder lattice with ld = 738 nm (thus, b =
ls/ld ≈ 0.721) and control J, D, and f via lattice
depths and relative phase between the two lat-
tices (37). The interactions (U) between atoms
in the two different spin states j↑i and j↓i are
tuned via a magnetic Feshbach resonance (37).
In total, this provides independent control of
U, J, and D and enables us to continuously tune
the system from an Anderson insulator in the
noninteracting case to the MBL regime for inter-
acting particles.
An additional long lattice (ll = 1064 nm = 2ls)

forms a period-two superlattice (39, 40) together
with the short lattice and is used during the prep-
aration of the initial CDW state and during de-
tection (37). Deep lattices along the orthogonal
directions [l⊥= 738nmandV⊥=36(1)ER] create an
array of decoupled 1D tubes. Here, ER ¼ h2=
ð2ml2latÞ denotes the recoil energy, with h being
Planck’s constant, m the mass of the atoms, and
llat the respective wavelength of the lattice lasers.
We used a two-component degenerate Fermi

gas of 40K atoms, consisting of an equal mixture

of 90 × 103 to 110 × 103 atoms in each of the two
lowest hyperfine states jF ;mFi ¼ j 92 ;−

9
2i ≡ j↓i

and j 92 ;−
7
2i ≡ j↑i, at an initial temperature of

0.20(2) TF, where TF is the Fermi temperature.
The atoms were initially prepared in a finite
temperature band insulating state (41), with
up to 100 atoms per tube in the long and or-
thogonal lattices.We then split each lattice site by
ramping up the short lattice in a tilted con-
figuration (37) and subsequently ramped down
the long lattice. This creates a CDW, in which
there are no atoms on odd lattice sites but zero,
one, or two atoms on each even site (40, 42). This
initial CDW is then allowed to evolve for a given
time in the 8.0(2)ER deep short lattice at a
specific interaction strength U in the presence of
disorder D. In a final step, we detected the num-
ber of atoms on even and odd lattice sites by
using a band-mapping technique that maps them
to different bands of the superlattice (37, 42).
This allows us to directly measure the imbalance
I , as defined in Eq. 1, in much larger systems
than what is numerically feasible.

Results

We tracked the time evolution of the imbal-
ance I for various interactions U and disorder
strengths D (Fig. 2). At short times, the imbal-
ance exhibits some dynamics consisting of a fast
decay followed by a few damped oscillations.
After a few tunneling times t = h/(2pJ), the im-
balance approaches a stationary value. In a clean
system (D/J = 0), and for weak disorder, the sta-
tionary value of the imbalance approaches zero.
For stronger disorder, however, this behavior
changes dramatically, and the imbalance attains
a nonvanishing stationary value that persists for
all observation times. Because the imbalancemust
decay to zero on approaching thermal equilib-
rium at these high energies, the nonvanishing
stationary value of I directly indicates non-
ergodic dynamics. Deep in the localized phase,
in which unbiased numerical density-matrix re-
normalization group (DMRG) calculations are
feasible because of the slowentanglement growth,

we found the stationary value obtained in the
simulations to be in very good agreement with
the experimental result. These simulations were
performed for a single homogeneous tube with-
out any trapping potentials (37). The stronger
damping of oscillations observed in the exper-
iment can be attributed to a dephasing caused
by variations in J between different 1D tubes
(37, 42).
We experimentally observed an additional

very slow decay of I on a time scale of several
hundred tunneling times for all interaction
strengths, which we attribute to the fact that
our system is not perfectly closed owing to small
background gas losses, technical heating, pho-
ton scattering, and coupling to neighboring

SCIENCE sciencemag.org 21 AUGUST 2015 • VOL 349 ISSUE 6250 843

Fig. 1. Schematics of the many-
body system, initial state, and
phase diagram. (A) Initial state of
our system consisting of a CDW, in
which all atoms occupy even sites
(e) only. For an interacting many-body
system, the evolution of this state over
time depends on whether the system is
ergodic or not. (B) Schematic phase
diagram for the system. In the ergodic,
delocalized phase (white), the initial
CDWquickly decays,whereas it persists
for long times in the nonergodic, local-
ized phase (yellow).The striped area
indicates the dependence of the
transition on the doublon fraction, with
the black solid line indicating the case of no doublons.The black dash-dotted line represents the experimentally observed transition for a finite doublon fraction,
extracted from the data in Fig. 4.The gray arrows depict the postulated pattern of renormalization group flows controlling the localization transition. For U = 0, as
well as in the limit of infinite U with no doublons present (37), the transition is controlled by the noninteracting Aubry-André critical point, represented by the
unstable gray fixed points. Generically, however, it is governed by the MBL critical point (48), shown in red. The U = 0 and U = ∞ as well as the D/J = 0 limits
represent special integrable cases that are not ergodic (51, 52). (C) A schematic representation of the three terms in the Aubry-André Hamiltonian (Eq. 2).

Fig. 2. Time evolution of an initial CDW. A CDW,
consisting of fermionic atoms occupying only even
sites, is allowed to evolve in a lattice with an ad-
ditional quasirandom disorder potential. After var-
iable times, the imbalance I between atoms on
odd and even sites is measured. Experimental
time traces (circles) and DMRG calculations for
a single homogeneous tube (lines) (37) are shown
for various disorder strengths D. Each experi-
mental data point denotes the average of six dif-
ferent realizations of the disorder potential, and
the error bars show the SD of the mean. The
shaded region indicates the time window used
to characterize the stationary imbalance in the
rest of the analysis.
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Quantum spin glass
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0.5 < a < 1 to have spin glass order with random Jij

spins Z = ± 1

transverse field creates dynamics

Only known one-dimensional spin-glass has long-range interactions

Kotliar et al, PRB 1983

Each spins feels an effective field from all the other spins
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With transverse field, only resonant spins                     will flip



At low T, the distribution of effective fields has a soft gap

Resonant spins are very scarce

Dynamics of quantum spin glass

Ref: Rademaker, Abanin, PRL 2020
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Experimental realization
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Hyperfine states of Yb ions allows exactly the right Hamiltonian

But their experiment has 10 spins only
Typical distance between resonant spins is, for h=0.05J, 

Infinite temperature
d = 60 sites

Low temperature
d = 100 - 500 sites

Ref: Rademaker, Abanin, PRL 2020



Forget disorder

How to calculate (Local) Integrals of Motion

Scaling theory of few-body delocalization

Dynamics of a quantum spin glass

The landscape of a self-generated electron glass

by the ratio of lattice periodicities b, disorder
strength D, and phase offset f. Finally,U represents
the on-site interaction energy, and

ˇ

ni;s ¼

ˇ

c †i;s

ˇ

ci;s
is the local number operator (Fig. 1C).
This quasirandom model is special in that for

almost all irrational b (37), all single-particle
states become localized at the same critical dis-
order strength D/J = 2 (38). For larger disorder
strengths, the localization length decreases mono-
tonically. Such a transition was indeed ob-
served experimentally in a noninteracting bosonic
gas (30). In contrast, truly random disorder will
lead to single-particle localization in one dimen-
sion already for arbitrarily small disorder strengths.
Previous numerical work indicatesMBL in quasi-
random systems to be similar to that obtained for
a truly random potential (36).

Experiment

We experimentally realized the Aubry-André
model by superimposing on the primary, short
lattice (ls = 532 nm) a second, incommensu-
rate disorder lattice with ld = 738 nm (thus, b =
ls/ld ≈ 0.721) and control J, D, and f via lattice
depths and relative phase between the two lat-
tices (37). The interactions (U) between atoms
in the two different spin states j↑i and j↓i are
tuned via a magnetic Feshbach resonance (37).
In total, this provides independent control of
U, J, and D and enables us to continuously tune
the system from an Anderson insulator in the
noninteracting case to the MBL regime for inter-
acting particles.
An additional long lattice (ll = 1064 nm = 2ls)

forms a period-two superlattice (39, 40) together
with the short lattice and is used during the prep-
aration of the initial CDW state and during de-
tection (37). Deep lattices along the orthogonal
directions [l⊥= 738nmandV⊥=36(1)ER] create an
array of decoupled 1D tubes. Here, ER ¼ h2=
ð2ml2latÞ denotes the recoil energy, with h being
Planck’s constant, m the mass of the atoms, and
llat the respective wavelength of the lattice lasers.
We used a two-component degenerate Fermi

gas of 40K atoms, consisting of an equal mixture

of 90 × 103 to 110 × 103 atoms in each of the two
lowest hyperfine states jF ;mFi ¼ j 92 ;−

9
2i ≡ j↓i

and j 92 ;−
7
2i ≡ j↑i, at an initial temperature of

0.20(2) TF, where TF is the Fermi temperature.
The atoms were initially prepared in a finite
temperature band insulating state (41), with
up to 100 atoms per tube in the long and or-
thogonal lattices.We then split each lattice site by
ramping up the short lattice in a tilted con-
figuration (37) and subsequently ramped down
the long lattice. This creates a CDW, in which
there are no atoms on odd lattice sites but zero,
one, or two atoms on each even site (40, 42). This
initial CDW is then allowed to evolve for a given
time in the 8.0(2)ER deep short lattice at a
specific interaction strength U in the presence of
disorder D. In a final step, we detected the num-
ber of atoms on even and odd lattice sites by
using a band-mapping technique that maps them
to different bands of the superlattice (37, 42).
This allows us to directly measure the imbalance
I , as defined in Eq. 1, in much larger systems
than what is numerically feasible.

Results

We tracked the time evolution of the imbal-
ance I for various interactions U and disorder
strengths D (Fig. 2). At short times, the imbal-
ance exhibits some dynamics consisting of a fast
decay followed by a few damped oscillations.
After a few tunneling times t = h/(2pJ), the im-
balance approaches a stationary value. In a clean
system (D/J = 0), and for weak disorder, the sta-
tionary value of the imbalance approaches zero.
For stronger disorder, however, this behavior
changes dramatically, and the imbalance attains
a nonvanishing stationary value that persists for
all observation times. Because the imbalancemust
decay to zero on approaching thermal equilib-
rium at these high energies, the nonvanishing
stationary value of I directly indicates non-
ergodic dynamics. Deep in the localized phase,
in which unbiased numerical density-matrix re-
normalization group (DMRG) calculations are
feasible because of the slowentanglement growth,

we found the stationary value obtained in the
simulations to be in very good agreement with
the experimental result. These simulations were
performed for a single homogeneous tube with-
out any trapping potentials (37). The stronger
damping of oscillations observed in the exper-
iment can be attributed to a dephasing caused
by variations in J between different 1D tubes
(37, 42).
We experimentally observed an additional

very slow decay of I on a time scale of several
hundred tunneling times for all interaction
strengths, which we attribute to the fact that
our system is not perfectly closed owing to small
background gas losses, technical heating, pho-
ton scattering, and coupling to neighboring
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Fig. 1. Schematics of the many-
body system, initial state, and
phase diagram. (A) Initial state of
our system consisting of a CDW, in
which all atoms occupy even sites
(e) only. For an interacting many-body
system, the evolution of this state over
time depends on whether the system is
ergodic or not. (B) Schematic phase
diagram for the system. In the ergodic,
delocalized phase (white), the initial
CDWquickly decays,whereas it persists
for long times in the nonergodic, local-
ized phase (yellow).The striped area
indicates the dependence of the
transition on the doublon fraction, with
the black solid line indicating the case of no doublons.The black dash-dotted line represents the experimentally observed transition for a finite doublon fraction,
extracted from the data in Fig. 4.The gray arrows depict the postulated pattern of renormalization group flows controlling the localization transition. For U = 0, as
well as in the limit of infinite U with no doublons present (37), the transition is controlled by the noninteracting Aubry-André critical point, represented by the
unstable gray fixed points. Generically, however, it is governed by the MBL critical point (48), shown in red. The U = 0 and U = ∞ as well as the D/J = 0 limits
represent special integrable cases that are not ergodic (51, 52). (C) A schematic representation of the three terms in the Aubry-André Hamiltonian (Eq. 2).

Fig. 2. Time evolution of an initial CDW. A CDW,
consisting of fermionic atoms occupying only even
sites, is allowed to evolve in a lattice with an ad-
ditional quasirandom disorder potential. After var-
iable times, the imbalance I between atoms on
odd and even sites is measured. Experimental
time traces (circles) and DMRG calculations for
a single homogeneous tube (lines) (37) are shown
for various disorder strengths D. Each experi-
mental data point denotes the average of six dif-
ferent realizations of the disorder potential, and
the error bars show the SD of the mean. The
shaded region indicates the time window used
to characterize the stationary imbalance in the
rest of the analysis.
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Self-generated electron glass
Electrons in organic crystal θ-(BEDT-TTF)2RbZn(SCN)4
Ref: Kagawa, Nat Phys 2014; Sato PRB 2014
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Charge-cluster glass in an organic conductor
F. Kagawa1,2*, T. Sato1, K. Miyagawa1, K. Kanoda1, Y. Tokura1,3, K. Kobayashi4, R. Kumai2,4

and Y. Murakami4

Geometrically frustrated spin systems often do not exhibit
long-range magnetic ordering, resulting in either quantum-
mechanically disordered states, such as quantum spin liquids1,
or classically disordered states, such as spin ices2,3 or
spin glasses4. Geometric frustration may play a similar role
in charge ordering5,6, potentially leading to unconventional
electronic states without long-range order; however, there are
no previous experimental demonstrations of this phenomenon.
Here, we show that a charge-cluster glass evolves on cooling
in the absence of long-range charge ordering for an organic
conductor with a triangular lattice. A combination of time-
resolved transport measurements and X-ray diffraction reveals
that the charge-liquid phase has two-dimensional charge
clusters that fluctuate extremely slowly (<10–100Hz) and
heterogeneously. On further cooling, the cluster dynamics
freezes, and a charge-cluster glass is formed. Surprisingly,
these observations correspond to recent ideas regarding the
structural glass formation of supercooled liquids7–10. Glassy
behaviour has often been found in transition-metal oxides, but
only under the influence of randomly located dopants11,12. As
organic conductors are very clean systems, the present glassy
behaviour is probably conceptually different.

Wigner-type charge ordering is a phenomenon in which an
equal number of charge-rich and charge-poor sites occupy a
lattice such that rich–rich (or poor–poor) neighbouring pairs are
avoided as much as possible. However, in a geometrically frustrated
lattice, this constraint is insufficient to determine a specific charge
ordering among the various charge configurations, analogously to
spin-frustrated systems (Fig. 1a); thus, the geometric frustration
potentially undermines the tendency towards long-range charge
ordering, as was first suggested in ref. 5. As a result, exotic electronic
statesmay be exhibited at low temperatures when long-range charge
ordering is avoided.

The material investigated in this study is the organic conductor
✓-(BEDT-TTF)2RbZn(SCN)4 (denoted ✓-RbZn), where BEDT-
TTF (ET) denotes bis(ethylenedithio)tetrathiafulvalene13. The
crystal structure consists of alternating layers of conducting ET
molecules and insulating anions, and the ET molecules form
a geometrically frustrated triangular lattice (Fig. 1b), where the
ratio of two different inter-site Coulomb interactions is calculated
to be ⇠0.86 (ref. 14). The ET conduction band is hole-1/4-
filled; thus, the charge-delocalized state (the charge-liquid phase)
is subject to charge ordering instability15. However, the charge
frustration created by the triangular lattice may prevent long-
range ordering. Experimentally, a structural transition with the
modulation qo = (0 0 1/2) occurs at ⇠200K and relaxes the degree
of charge frustration; consequently, a horizontal charge order that
matches qo is stabilized16–18. This charge order is a strong first-order
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Figure 1 | Charge frustration and crystal structure of
✓-(BEDT-TTF)2RbZn(SCN)4. a, An illustration of the analogy between spin
frustration and charge frustration. b, The structure of the BEDT-TTF layer.
The lattice parameters are a⇡ 10.2 Å and c⇡ 4.6 Å at 220 K (ref. 16).
c, The temperature dependence of the resistivity during cooling for different
temperature-sweeping rates. The insets indicate the crystal structures of
the high-temperature phase (lower inset) and the low-temperature phase
(upper inset). Colours as for a. In the upper inset, the charge-ordering
pattern is also shown. To emphasize the two-fold structural modulation of
the c axis, the upper inset is depicted in an exaggerated manner. In each
panel, the unit cell is indicated by a blue rectangle.

transition accompanied by a sudden increase in resistivity (Fig. 1c).
When rapidly cooled (>5Kmin�1), the charge/structure order at
200K vanishes, giving way to a charge-liquid phase with a frustrated
triangular lattice, which is maintained at lower temperatures19,20
(Fig. 1c). As there is no resistivity anomaly at 200K during rapid
cooling (Fig. 1c), the phase exhibited above 200K is considered
a continuation of the rapidly cooled phase. The electronic states
above 200Kmay be exotic, as suggested in the literature: the optical
conductivity measurements revealed that the charge liquid cannot
be ascribed to a conventional metal that has a Drude response21.
More interestingly, previous NMR measurements, which are a
probe of local spin dynamics, implied the existence of slow charge
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Geometrically frustrated spin systems often do not exhibit
long-range magnetic ordering, resulting in either quantum-
mechanically disordered states, such as quantum spin liquids1,
or classically disordered states, such as spin ices2,3 or
spin glasses4. Geometric frustration may play a similar role
in charge ordering5,6, potentially leading to unconventional
electronic states without long-range order; however, there are
no previous experimental demonstrations of this phenomenon.
Here, we show that a charge-cluster glass evolves on cooling
in the absence of long-range charge ordering for an organic
conductor with a triangular lattice. A combination of time-
resolved transport measurements and X-ray diffraction reveals
that the charge-liquid phase has two-dimensional charge
clusters that fluctuate extremely slowly (<10–100Hz) and
heterogeneously. On further cooling, the cluster dynamics
freezes, and a charge-cluster glass is formed. Surprisingly,
these observations correspond to recent ideas regarding the
structural glass formation of supercooled liquids7–10. Glassy
behaviour has often been found in transition-metal oxides, but
only under the influence of randomly located dopants11,12. As
organic conductors are very clean systems, the present glassy
behaviour is probably conceptually different.

Wigner-type charge ordering is a phenomenon in which an
equal number of charge-rich and charge-poor sites occupy a
lattice such that rich–rich (or poor–poor) neighbouring pairs are
avoided as much as possible. However, in a geometrically frustrated
lattice, this constraint is insufficient to determine a specific charge
ordering among the various charge configurations, analogously to
spin-frustrated systems (Fig. 1a); thus, the geometric frustration
potentially undermines the tendency towards long-range charge
ordering, as was first suggested in ref. 5. As a result, exotic electronic
statesmay be exhibited at low temperatures when long-range charge
ordering is avoided.

The material investigated in this study is the organic conductor
✓-(BEDT-TTF)2RbZn(SCN)4 (denoted ✓-RbZn), where BEDT-
TTF (ET) denotes bis(ethylenedithio)tetrathiafulvalene13. The
crystal structure consists of alternating layers of conducting ET
molecules and insulating anions, and the ET molecules form
a geometrically frustrated triangular lattice (Fig. 1b), where the
ratio of two different inter-site Coulomb interactions is calculated
to be ⇠0.86 (ref. 14). The ET conduction band is hole-1/4-
filled; thus, the charge-delocalized state (the charge-liquid phase)
is subject to charge ordering instability15. However, the charge
frustration created by the triangular lattice may prevent long-
range ordering. Experimentally, a structural transition with the
modulation qo = (0 0 1/2) occurs at ⇠200K and relaxes the degree
of charge frustration; consequently, a horizontal charge order that
matches qo is stabilized16–18. This charge order is a strong first-order
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Figure 1 | Charge frustration and crystal structure of
✓-(BEDT-TTF)2RbZn(SCN)4. a, An illustration of the analogy between spin
frustration and charge frustration. b, The structure of the BEDT-TTF layer.
The lattice parameters are a⇡ 10.2 Å and c⇡ 4.6 Å at 220 K (ref. 16).
c, The temperature dependence of the resistivity during cooling for different
temperature-sweeping rates. The insets indicate the crystal structures of
the high-temperature phase (lower inset) and the low-temperature phase
(upper inset). Colours as for a. In the upper inset, the charge-ordering
pattern is also shown. To emphasize the two-fold structural modulation of
the c axis, the upper inset is depicted in an exaggerated manner. In each
panel, the unit cell is indicated by a blue rectangle.

transition accompanied by a sudden increase in resistivity (Fig. 1c).
When rapidly cooled (>5Kmin�1), the charge/structure order at
200K vanishes, giving way to a charge-liquid phase with a frustrated
triangular lattice, which is maintained at lower temperatures19,20
(Fig. 1c). As there is no resistivity anomaly at 200K during rapid
cooling (Fig. 1c), the phase exhibited above 200K is considered
a continuation of the rapidly cooled phase. The electronic states
above 200Kmay be exotic, as suggested in the literature: the optical
conductivity measurements revealed that the charge liquid cannot
be ascribed to a conventional metal that has a Drude response21.
More interestingly, previous NMR measurements, which are a
probe of local spin dynamics, implied the existence of slow charge
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Model.—We study a system of spinless electrons on a
triangular lattice with intersite repulsion Vij,

H ¼ −t
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where t is the hopping integral between two neighboring
sites and c†i is the electron creation operator. We fix the
density to one particle per two sites, n ¼ 1=2, as appropriate
to the θ −MM0 salts. We also allow for deviations from the
perfect triangular lattice, by defining an anisotropy param-
eter λ via the unit vectors a ¼ ŷ and b ¼ 1

2 ð
ffiffiffi
3

p
λx̂þ ŷÞ

(λ ¼ 1.16 for θ-CsZn and λ ¼ 1.26 for θ-RbZn [20]). In
what follows we shall consider a maximally frustrated
isotropic lattice (λ ¼ 1) unless otherwise specified.
Charge ordering in organic conductors is customarily

attributed to the presence of strong nearest neighbor
repulsion, of the form Vij ¼ VδjRi−Rjj¼1 [21]. In this case
the ground state of Eq. (1) is massively degenerate in the
classical limit t ¼ 0, as any state where each particle has
exactly two nearest neighbor sites occupied has an energy
per site of ϵ ¼ −V=4. Such ordered states include the linear
(vertical) and zigzag (horizontal) stripes depicted in
Figs. 1(a) and 1(b), as well as any other striped configu-
rations such as the long zigzag stripes of Fig. 1(c).
Interestingly, another class of configurations with exactly

the same potential energy can be constructed by dividing the
lattice into three sublattices, one of which is filled (“pins”),
one empty, and the third is randomly occupied by the
remaining particles (“balls”). Figure 1(d) shows one par-
ticular example in this class, where the balls, shown as light
disks, are themselves ordered. When quantum effects are
turned on, the latter can delocalize as Bloch waves on the
honeycomb lattice not occupied by the localized pins,
leading to a unique ground state whose energy is lower
than the stripes, which is termed “pinball liquid” [22]. This
occurs because the delocalization of balls in the pinball state
yields a kinetic energy gain ∝ t, as opposed to stripes, where
only local fluctuations ∝ t2=V are allowed. For nearest
neighbor interactions, quantum fluctuations therefore
immediately lift the classical degeneracy, as soon as t ≠ 0.
Real electrons, however, interact through long-range

Coulomb interactions. The central observation of this
Letter is the fact that the inclusion of an even modest
long-range component completely changes the behavior, and
dominates over the quantum effects described above at least
in the strong coupling regime (V=t ≫ 1). To make this point,
we consider a family of intersite interactions of the form

Vij ¼ ð1 − xÞVδjRi−Rjj¼1 þ x
V

jRi − Rjj
ð2Þ

with x ≤ 0 ≤ 1. It reduces to the nearest neighbor interaction
for x ¼ 0, and to the full long range Coulomb potential
for x ¼ 1.

Stripe order and metastability.—The energies of differ-
ent charge configurations in the presence of the interaction
Eq. (2) can be evaluated using standard Ewald summation
techniques [23]. We find that the crucial effect of adding a
long-range component is the lifting of the ground-state
degeneracy already at the classical level, with the linear
stripes of Fig. 1(a) having a lower energy than any other
configuration as soon as x > 0. The numerical results for
the full Coulomb potential (x ¼ 1) are reported in Fig. 1 for
a set of relevant examples.
First, the resulting finite (albeit small) electrostatic energy

gap, ≳0.01 V, separating three-sublattice configurations
[Fig. 1(d)] from the stripes [Fig. 1(a)] implies that stripe
order must survive as the ground state even in the presence of
quantum fluctuations, within a finite interval of t in which
the quantum processes associated with the pinball phase can
be neglected. We confirmed this result by performing exact
diagonalization (ED) calculations on finite-size clusters of
up to 16 sites, using again Ewald potentials to account for the
long range tail of the interaction. Our ED results show that
for the full Coulomb potential (x ¼ 1) a first order transition
from stripes to pinball occurs at ðt=VÞc ≃ 0.05. The stability
of stripes is further enhanced with increasing anisotropy
[22], resulting in a critical ðt=VÞc which rapidly increases
with λ (the critical value is ðt=VÞc ≃ 0.08 already at
λ ¼ 1.16). Both the rigorous stability argument given above
(for infinitesimal t) and our ED results (for finite t) therefore
indicate that the behavior obtained from a classical model,
where stripes are the lowest energy state, should be at least
qualitatively valid to describe systems with a small ratio t=V.
This regime is actually relevant to the organic salts under
study, where ab initio calculations suggest typical values
t=V ∼ 0.05–0.1 [24,25]. Moreover, mean-free paths are so
small in organic solids that the electron motion can be
considered as classical to a good approximation [26]. We
shall therefore consider in what follows the t ¼ 0 limit
of Eq. (1).
Second, the manifold of states that were degenerate in

the short range model now gives rise to a macroscopic
number of quasidegenerate configurations, that are spread
within typically 0.01 V from the ground state. Evaluating

(a) (b) (c) (d)

FIG. 1 (color online). Periodic charge configurations on the
triangular lattice with n ¼ 1=2 particles per site: (a) linear stripes,
(b) short zigzag stripes, (c) long zigzag stripes, and (d) the lowest
energy three-sublattice structure (see text), with the correspond-
ing energies calculated for the long range Coulomb potential
[x ¼ 1 in Eq. (2)]. For nearest-neighbor interactions only (x ¼ 0),
all these states are degenerate in energy, ϵ ¼ −V=4.
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straight line), i.e., 1/f α with α ∼0.9–1.1 (corresponding to a
weak temperature dependence) and f denotes the frequency.
The resistance fluctuations with a characteristic relaxation
frequency, f0, can be observed as a marginal deviation from the
1/f α fit [Fig. 3(b)]. For clarity, f α × SR/R2 versus f is plotted
in Fig. 3(c); within this representation, resistance fluctuations
with a frequency of f0 appear as a broad peak rising out of a
constant background. To extract f0, we used a hypothetical
superposition of continuously distributed Lorentzians with
high-frequency fc1 and low-frequency fc2 cutoffs plus 1/f α

[9]. We found that the fitting curves (the broken curves)
reproduced the spectra well [Fig. 3(c)], which enabled us
to extract the temperature dependence of f0 [≡ (fc1fc2)1/2],
as shown in Fig. 3(d). Here, a dramatic decrease in f0 of
several orders of magnitude was observed upon cooling for
two different specimens [Fig. 3(d)], showing that the charge
dynamics at equilibrium slow down as the glass transition
is approached (≈100 K). Moreover, as shown below, we
confirmed that the relaxation time reaches 100–1000 s at
≈100 K, which is consistent with the conventional definition
of T ∗

g [see Fig. 4(b)].
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FIG. 4. (Color online) (a) Aging behavior of resistance as a
function of time at various temperatures. The broken curves are fits to
the phenomenological relaxation behavior, Eq. (1). (b) Temperature
dependence of the relaxation time, τaging, derived from the fits in (a)
(closed symbols). The results shown in Fig. 2(d) are also replotted
in units of seconds (open symbols). The broken line is a fit to the
Arrhenius behavior, ∝ exp(−#/kBT ) with #/kB ≈ 2600 K. The
dotted lines bound the temperature region where the relaxation time
becomes 100–1000 s, which is a widely used definition of T ∗

g .

Having established the existence of T ∗
g , it is reasonable to

expect a nonequilibrium electronic state below T ∗
g . In fact, this

signature is already apparent in Fig. 2(c): the low-temperature
resistivity (<T ∗

g ≈ 100 K) is obviously Q dependent. Even
more compelling evidence of nonequilibrium electronic states
can be obtained by observing physical aging. For this purpose,
the sample was first cooled down (∼5 K/min) from high
temperatures to a target temperature, and then, the time
evolution of the resistance was recorded while the temperature
was held fixed. Figure 4(a) shows the time (t) evolution of
the resistivity at various temperatures. As expected, aging
behavior clearly occurs for the resistivity below T ∗

g , indicating
that the charge configurations are falling out of thermodynamic
equilibrium with a very long relaxation time (e.g., up to several
hours at 87.5 K).

The aging behavior can be further analyzed by using the
well-known Kohlrausch-Williams-Watts (KWW) law, which
is widely used to describe relaxation processes in supercooled
liquids [28,29]:

ρ(t) = ρ0 + (ρ∞ − ρ0)[1 − exp{−(t/τaging)β}], (1)

where ρ0 and ρ∞ denote the initial and final resistivity values
during the aging process, respectively, and τaging and β denote
the relaxation time and the stretching parameter, respectively.
Figure 4(b) displays the temperature dependence of τaging
in the Arrhenius representation together with the relaxation
times, τnoise (≡1/f0), that were extracted using resistance
fluctuation spectroscopy above T ∗

g [Fig. 3(d)]. Remarkably,
the temperature profiles of τaging and τnoise appear to obey
the same equation, τ ∝ exp(−#/kBT ) with #/kB ≈ 2600
K, suggesting common charge dynamics for the equilibrium
states above T ∗

g and the nonequilibrium states below T ∗
g . It is

plausible to assume that the relevant charge dynamics consist
of a rearrangement of the charge configurations, which may
be accompanied by a distortion of the local lattice/molecules.
Above T ∗

g , thermodynamic equilibrium is established instan-
taneously because τ is short, and consequently, the charge
fluctuations are centered around the equilibrium states. In
contrast, below T ∗

g , laboratory time scales (or greater) are
required to reach thermodynamic equilibrium, and therefore,
the relaxation process from an initial to a (quasi)equilibrium
final state is observed immediately after the temperature is
changed: this process is precisely equivalent to aging.

The observed Arrhenius behavior has implications for the
nature of the slow charge dynamics. Generally, the temperature
dependence of the relaxation time in various glass systems
can be of either an Arrhenius or Vogel-Fulcher-Tammann
(VFT) type [1]; for instance, “strong” liquids, such as SiO2,
exhibit Arrhenius behavior, whereas “fragile” liquids, such
as o-terphenyl, follow the VFT equation, ∝exp{A/(T − T0)},
where A and T0 are temperature-independent constants. Such
super-Arrhenius behavior is often interpreted as the conse-
quence of an increasing number of dynamically correlated
molecules [30]. Within this scheme, the glass-forming charge
liquid in θ -CsZn can obviously be classified as a strong liquid.
The general implications of Arrhenius behavior are that the
glassy dynamics are dominated by an elementary process
rather than a cooperative process: for instance, local breaking
and reforming of Si-O bonds are considered to play a major
role in the glassy dynamics of SiO2. The strong-liquid nature
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Monte Carlo simulations
Electrons on a triangular lattice with long-range Coulomb interactions

Ground state is stripe phase

Monte Carlo simulations slow down below at low T
System doesn’t reach stripes but remains amorphous

the strength V ¼ e2=ϵa of the Coulomb potential, with
typical values ϵ ≈ 3 for the dielectric constant and
a ∼ 5 Å for the lattice constant, yields V ∼ 1 eV and
0.01 V ≈ 100 K. This estimate shows that these configu-
rations are within the thermally accessible range, so that
they should participate in the classical fluctuations of the
electronic system.
The reason behind such a low energy scale is that energy

differences only depend on the interaction between distant
neighbors (as pointed out above, nearest neighbor inter-
action terms are the same by construction for all the
configurations in the manifold); the longer the length scale
jRi − Rjj, the more the considered charge configurations
will look uniform, and the interaction energy will even-
tually average out to very comparable values. The barriers
between these states are, however, much larger. They are
actually of order V, because going from one configuration
to the other necessarily involves local rearrangements of the
charge. As we proceed to show, such a large local energy
scale, contrasted to the much smaller global energy scale
corresponding to long-range rearrangements, causes the
system to get easily “stuck” in one of these states, which
therefore become metastable.
Glassy behavior.—To illustrate the dynamic slowing

down in the correlated liquid above the freezing transition,
reflecting the emergence of many metastable states, we
examine our system at finite temperature through classical
Monte Carlo simulations. We use the METROPOLIS algo-
rithm with local (nearest neighbor) updates [3] to mimic
real-time dynamics of hopping electrons, since in the
organic materials the electrons have exponentially sup-
pressed beyond-nearest neighbor hopping. The long-range
nature of the interaction is taken into account using Ewald
summation [23], with lattice sizes L ¼ 12; 24; 36, and 48.
Note that L ¼ 48 corresponds to L2=2 ¼ 1152 electrons.
Starting from zero temperature with the linear stripe

ordered phase, we find that for the pristine Coulomb
potential (x ¼ 1), the stripe order remains stable up to
the temperature Tc ∼ 0.038 V, where the system undergoes
a first-order transition to an (isotropic) fluid phase with
significant short-range order. A detailed characterization of
the first-order stripe-melting transition is beyond the scope
of this work. We shall here focus our full attention to
understanding the structure and the dynamics of the
correlated fluid phase above the melting transition.
A typical fluid configuration is shown in Fig. 2(c), where

we observe finite-size striped domains with random orien-
tations (linear stripes are sixfold degenerate, corresponding
to three orientations and two sublattice origins). To quantify
the observed short-range order, we computed the structure
factor within the correlated fluid phase, defined as the
thermally averaged density-density correlation function
SðkÞ ¼ hnkn−ki. Typical results obtained at T ¼ 0.04 V,
just above the melting transition, are displayed in Fig. 2. For
these results, we equilibrated 1000 independent simulations,

with 50 000 measurement sweeps per simulation. A sharp
peak is found at the M points, signalling the existence of
local stripe order, corresponding to the linear stripes of
Fig. 2(a). Remarkably, this peak coexists with a broader
feature at the K points, reminiscent of the classical three
sublattice configurations which are precursor to the pinball
liquid phase. Note that the relative weight of these two
features is directly controlled by the long range strength x, as
shown in Fig. 2(b). A diffuse background is also visible
along the whole Brillouin zone edge, indicative of a
correlation hole around each electron. The coexistence of
two competing ordering wave vectors and the emergence
of diffuse lines in the structure factor is a distinctive feature
of θ −MM0 salts that is naturally captured when long range
interactions are included.
To further characterize the role of striped correlations in

the fluid phase, we turn our attention to the dynamics and set
out to describe the dynamic relaxation processes, closely
following the approaches previously used to investigate
(disordered) Coulomb glasses [3]. Our runs were 5 × 105

Monte Carlo sweeps long, where one sweep constitutes L2

update attempts. Physical quantities were monitored as a
function of time (measured in number of sweeps) for each
sample and the results were averaged over between 500 and
1000 initial random configurations.
We computed the local autocorrelation function

Cðtþ tw; twÞ ¼
2

N

X

i

hδniðtþ twÞδniðtwÞi; ð3Þ

where tw is the waiting time measured in Monte Carlo
sweeps. Following Ref. [3], we first quickly “quench” (cool
down) the system from a random initial configuration to the
desired temperature T, and then allow the system to relax
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FIG. 2 (color online). (a) Structure factor CðkÞ of the frustrated
Coulomb liquid obtained for a L ¼ 36 lattice size and averaged
over 1000 independent equilibrated Monte Carlo runs at T ¼
0.04 V above the melting transition. Clearly defined diffuse
Bragg peaks are observed at the (linear) stripe order wave vector
M ¼ ½ð2π=

ffiffiffi
3

p
Þ; 0& and symmetry equivalent points. (b) Same,

plotted along the high-symmetry lines of the Brillouin zone
drawn in panel (a) (arb. units). (c) A snapshot illustrating a typical
“stripe liquid” configuration.
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Model.—We study a system of spinless electrons on a
triangular lattice with intersite repulsion Vij,

H ¼ −t
X

hi;ji
c†i cj þ

1

2

X

ij

Vij

!
ni −

1

2

"!
nj −

1

2

"
; ð1Þ

where t is the hopping integral between two neighboring
sites and c†i is the electron creation operator. We fix the
density to one particle per two sites, n ¼ 1=2, as appropriate
to the θ −MM0 salts. We also allow for deviations from the
perfect triangular lattice, by defining an anisotropy param-
eter λ via the unit vectors a ¼ ŷ and b ¼ 1

2 ð
ffiffiffi
3

p
λx̂þ ŷÞ

(λ ¼ 1.16 for θ-CsZn and λ ¼ 1.26 for θ-RbZn [20]). In
what follows we shall consider a maximally frustrated
isotropic lattice (λ ¼ 1) unless otherwise specified.
Charge ordering in organic conductors is customarily

attributed to the presence of strong nearest neighbor
repulsion, of the form Vij ¼ VδjRi−Rjj¼1 [21]. In this case
the ground state of Eq. (1) is massively degenerate in the
classical limit t ¼ 0, as any state where each particle has
exactly two nearest neighbor sites occupied has an energy
per site of ϵ ¼ −V=4. Such ordered states include the linear
(vertical) and zigzag (horizontal) stripes depicted in
Figs. 1(a) and 1(b), as well as any other striped configu-
rations such as the long zigzag stripes of Fig. 1(c).
Interestingly, another class of configurations with exactly

the same potential energy can be constructed by dividing the
lattice into three sublattices, one of which is filled (“pins”),
one empty, and the third is randomly occupied by the
remaining particles (“balls”). Figure 1(d) shows one par-
ticular example in this class, where the balls, shown as light
disks, are themselves ordered. When quantum effects are
turned on, the latter can delocalize as Bloch waves on the
honeycomb lattice not occupied by the localized pins,
leading to a unique ground state whose energy is lower
than the stripes, which is termed “pinball liquid” [22]. This
occurs because the delocalization of balls in the pinball state
yields a kinetic energy gain ∝ t, as opposed to stripes, where
only local fluctuations ∝ t2=V are allowed. For nearest
neighbor interactions, quantum fluctuations therefore
immediately lift the classical degeneracy, as soon as t ≠ 0.
Real electrons, however, interact through long-range

Coulomb interactions. The central observation of this
Letter is the fact that the inclusion of an even modest
long-range component completely changes the behavior, and
dominates over the quantum effects described above at least
in the strong coupling regime (V=t ≫ 1). To make this point,
we consider a family of intersite interactions of the form

Vij ¼ ð1 − xÞVδjRi−Rjj¼1 þ x
V

jRi − Rjj
ð2Þ

with x ≤ 0 ≤ 1. It reduces to the nearest neighbor interaction
for x ¼ 0, and to the full long range Coulomb potential
for x ¼ 1.

Stripe order and metastability.—The energies of differ-
ent charge configurations in the presence of the interaction
Eq. (2) can be evaluated using standard Ewald summation
techniques [23]. We find that the crucial effect of adding a
long-range component is the lifting of the ground-state
degeneracy already at the classical level, with the linear
stripes of Fig. 1(a) having a lower energy than any other
configuration as soon as x > 0. The numerical results for
the full Coulomb potential (x ¼ 1) are reported in Fig. 1 for
a set of relevant examples.
First, the resulting finite (albeit small) electrostatic energy

gap, ≳0.01 V, separating three-sublattice configurations
[Fig. 1(d)] from the stripes [Fig. 1(a)] implies that stripe
order must survive as the ground state even in the presence of
quantum fluctuations, within a finite interval of t in which
the quantum processes associated with the pinball phase can
be neglected. We confirmed this result by performing exact
diagonalization (ED) calculations on finite-size clusters of
up to 16 sites, using again Ewald potentials to account for the
long range tail of the interaction. Our ED results show that
for the full Coulomb potential (x ¼ 1) a first order transition
from stripes to pinball occurs at ðt=VÞc ≃ 0.05. The stability
of stripes is further enhanced with increasing anisotropy
[22], resulting in a critical ðt=VÞc which rapidly increases
with λ (the critical value is ðt=VÞc ≃ 0.08 already at
λ ¼ 1.16). Both the rigorous stability argument given above
(for infinitesimal t) and our ED results (for finite t) therefore
indicate that the behavior obtained from a classical model,
where stripes are the lowest energy state, should be at least
qualitatively valid to describe systems with a small ratio t=V.
This regime is actually relevant to the organic salts under
study, where ab initio calculations suggest typical values
t=V ∼ 0.05–0.1 [24,25]. Moreover, mean-free paths are so
small in organic solids that the electron motion can be
considered as classical to a good approximation [26]. We
shall therefore consider in what follows the t ¼ 0 limit
of Eq. (1).
Second, the manifold of states that were degenerate in

the short range model now gives rise to a macroscopic
number of quasidegenerate configurations, that are spread
within typically 0.01 V from the ground state. Evaluating

(a) (b) (c) (d)

FIG. 1 (color online). Periodic charge configurations on the
triangular lattice with n ¼ 1=2 particles per site: (a) linear stripes,
(b) short zigzag stripes, (c) long zigzag stripes, and (d) the lowest
energy three-sublattice structure (see text), with the correspond-
ing energies calculated for the long range Coulomb potential
[x ¼ 1 in Eq. (2)]. For nearest-neighbor interactions only (x ¼ 0),
all these states are degenerate in energy, ϵ ¼ −V=4.
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Vij =
V

|Ri �Rj |

for a waiting time t ¼ tw, before collecting data for the
autocorrelation function. We perform such studies at each
temperature for several values of tw; the system is equili-
brated when tw is sufficiently long so that the autocorre-
lation function becomes independent of the waiting time,
Cðtþ tw; twÞ ¼ CðtÞ. The long-time exponential tail of
CðtÞ [Fig. 3(a)] then directly gives us the desired relaxation
time τðTÞ, which we generally find to be comparable to the
required time to equilibrate the system. The relaxation time
thus found displays Arrhenius behavior [11],

τðTÞ ¼ τ0eΔ=T ð4Þ

as illustrated in Fig. 3(b) for x ¼ 1. The strong (that is,
Arrhenius instead of the “fragile” Vogel-Tammann-
Fulcher) glass behavior obtained here is reminiscent of
the precursor of the cluster glass phase in θ-CsZn, as shown
by the resistivity aging and noise experiments performed in
Ref. [18], where it was found that Δ ≈ 2600 K. Setting
V ∼ 1 eV, the activation energy Δ ≈ 0.2 V found in the
simulations for x ¼ 1 [Fig. 3(c)] corresponds to 2300 K. A
hopping time τ0 ≃ 10−11–10−10 s can be estimated from
the measured dc conductivity at high temperatures by
assuming classical incoherent transport. The resulting
τðTÞ from Eq. (4) is also in good agreement with the
experimental values [18], providing quantitative support to
the present theoretical picture.
The dramatic slowing down arising in this correlated

stripe liquid directly reflects the long-range nature of the

Coulomb interaction. To illustrate this point, we gradually
decrease the amplitude x of the long-range Coulomb
potential. We find that the same qualitative behavior is
found for any nonzero value of x, and the relaxation time
still displays simple activated behavior, however, with an
x-dependent activation energy, which is seen to decrease
as x is reduced, and vanish at x ¼ 0 [Fig. 3(c)] [27].
The results presented above correspond to an equili-

brated fluid state at temperatures above the crystal melting
temperature Tc. Experimental results for θ −MM0 com-
pounds indeed show that the dynamical slowing down and
the short-range charge correlations are already manifest
above the melting temperature, as a precursor for further
glassy freezing in the supercooled regime [15,18]. At
temperatures below the stripe melting transition, the relax-
ation time becomes very long, which allows a study of the
dynamics for waiting times shorter than tw < τðTÞ. In this
regime the autocorrelation function depends on both
t and the waiting time tw, displaying characteristic
“aging” behavior [3]. Here, the autocorrelation function
Cðtþ tw; twÞ assumes a scaling form Fðt=tμwÞwhere μ is the
aging exponent, as illustrated in Fig. 4. We found such
aging behavior in the entire supercooled regime T < Tc,
demonstrating dynamical behavior precisely of the form
expected for supercooled liquids around the glass transi-
tion, consistent with results obtained for Coulomb glasses
[3]. In fact, our qualitative and even quantitative results are
very similar to this well-known glass former, indicating that
robust glassy behavior emerges in our model even in the
absence of disorder.
Outlook.—We have shown that the interplay of long range

interactions and geometric frustration plays a singular role in
Coulomb liquids, producing a multitude of metastable states,
slow relaxation, and most characteristic features of disorder-
free glassy dynamics in the correlated liquid regime, as
recently observed in the two-dimensional organic conductors
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FIG. 3 (color online). (a) The local autocorrelation function
CðtÞ of the stripe liquid obtained via Monte Carlo simulations on
lattices of sizes L ¼ 12; 24; 48 at different temperatures, showing
exponential decay at long times (time in units of the elementary
MC step). (b) For all studied sizes, the decay time τ follows a
clear Arrhenius scaling τ ∼ eΔ=T in the studied interval, signalling
strong glassy behavior. (c) The activation energy Δ as a function
of the strength x of the long range interaction tail.
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FIG. 4 (color online). (a) Autocorrelation function for different
waiting times, at T ¼ 0.03. Equilibrium is restored only if the
waiting time tw is sufficiently long; the corresponding relaxation
time τ ≈ 103, and for tw < τ, the system displays history
dependence and aging, as typically found in glass formers in
the supercooled liquid regime. (b) Data can be collapsed in terms
of t=tμw, with μ a temperature dependent aging exponent (inset),
similarly as in (disordered) Coulomb glasses [3].
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the strength V ¼ e2=ϵa of the Coulomb potential, with
typical values ϵ ≈ 3 for the dielectric constant and
a ∼ 5 Å for the lattice constant, yields V ∼ 1 eV and
0.01 V ≈ 100 K. This estimate shows that these configu-
rations are within the thermally accessible range, so that
they should participate in the classical fluctuations of the
electronic system.
The reason behind such a low energy scale is that energy

differences only depend on the interaction between distant
neighbors (as pointed out above, nearest neighbor inter-
action terms are the same by construction for all the
configurations in the manifold); the longer the length scale
jRi − Rjj, the more the considered charge configurations
will look uniform, and the interaction energy will even-
tually average out to very comparable values. The barriers
between these states are, however, much larger. They are
actually of order V, because going from one configuration
to the other necessarily involves local rearrangements of the
charge. As we proceed to show, such a large local energy
scale, contrasted to the much smaller global energy scale
corresponding to long-range rearrangements, causes the
system to get easily “stuck” in one of these states, which
therefore become metastable.
Glassy behavior.—To illustrate the dynamic slowing

down in the correlated liquid above the freezing transition,
reflecting the emergence of many metastable states, we
examine our system at finite temperature through classical
Monte Carlo simulations. We use the METROPOLIS algo-
rithm with local (nearest neighbor) updates [3] to mimic
real-time dynamics of hopping electrons, since in the
organic materials the electrons have exponentially sup-
pressed beyond-nearest neighbor hopping. The long-range
nature of the interaction is taken into account using Ewald
summation [23], with lattice sizes L ¼ 12; 24; 36, and 48.
Note that L ¼ 48 corresponds to L2=2 ¼ 1152 electrons.
Starting from zero temperature with the linear stripe

ordered phase, we find that for the pristine Coulomb
potential (x ¼ 1), the stripe order remains stable up to
the temperature Tc ∼ 0.038 V, where the system undergoes
a first-order transition to an (isotropic) fluid phase with
significant short-range order. A detailed characterization of
the first-order stripe-melting transition is beyond the scope
of this work. We shall here focus our full attention to
understanding the structure and the dynamics of the
correlated fluid phase above the melting transition.
A typical fluid configuration is shown in Fig. 2(c), where

we observe finite-size striped domains with random orien-
tations (linear stripes are sixfold degenerate, corresponding
to three orientations and two sublattice origins). To quantify
the observed short-range order, we computed the structure
factor within the correlated fluid phase, defined as the
thermally averaged density-density correlation function
SðkÞ ¼ hnkn−ki. Typical results obtained at T ¼ 0.04 V,
just above the melting transition, are displayed in Fig. 2. For
these results, we equilibrated 1000 independent simulations,

with 50 000 measurement sweeps per simulation. A sharp
peak is found at the M points, signalling the existence of
local stripe order, corresponding to the linear stripes of
Fig. 2(a). Remarkably, this peak coexists with a broader
feature at the K points, reminiscent of the classical three
sublattice configurations which are precursor to the pinball
liquid phase. Note that the relative weight of these two
features is directly controlled by the long range strength x, as
shown in Fig. 2(b). A diffuse background is also visible
along the whole Brillouin zone edge, indicative of a
correlation hole around each electron. The coexistence of
two competing ordering wave vectors and the emergence
of diffuse lines in the structure factor is a distinctive feature
of θ −MM0 salts that is naturally captured when long range
interactions are included.
To further characterize the role of striped correlations in

the fluid phase, we turn our attention to the dynamics and set
out to describe the dynamic relaxation processes, closely
following the approaches previously used to investigate
(disordered) Coulomb glasses [3]. Our runs were 5 × 105

Monte Carlo sweeps long, where one sweep constitutes L2

update attempts. Physical quantities were monitored as a
function of time (measured in number of sweeps) for each
sample and the results were averaged over between 500 and
1000 initial random configurations.
We computed the local autocorrelation function

Cðtþ tw; twÞ ¼
2

N

X

i

hδniðtþ twÞδniðtwÞi; ð3Þ

where tw is the waiting time measured in Monte Carlo
sweeps. Following Ref. [3], we first quickly “quench” (cool
down) the system from a random initial configuration to the
desired temperature T, and then allow the system to relax
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FIG. 2 (color online). (a) Structure factor CðkÞ of the frustrated
Coulomb liquid obtained for a L ¼ 36 lattice size and averaged
over 1000 independent equilibrated Monte Carlo runs at T ¼
0.04 V above the melting transition. Clearly defined diffuse
Bragg peaks are observed at the (linear) stripe order wave vector
M ¼ ½ð2π=

ffiffiffi
3

p
Þ; 0& and symmetry equivalent points. (b) Same,

plotted along the high-symmetry lines of the Brillouin zone
drawn in panel (a) (arb. units). (c) A snapshot illustrating a typical
“stripe liquid” configuration.
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Landscape picture
Exponentially many metastable states
Example: 24x24 lattice has 1035 MS states

Ref: Mahmoudian, Rademaker, et al., PRL 2015; Rademaker, et al., NJP 2018
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glassy behavior of electrons in the θ-organic compounds [16, 17].Wefind a remarkable agreement between our
analytical formof theDOSs and the numerical results. Finally, we address the limitations and implications of our
model, and the relation tomodels with quenched disorder.

1.Definitions

Weconsider amodel systemof particles on a triangular lattice. On each lattice site the density is given by ni=0,
1, and the total energy is given by theCoulomb repulsion between the particles,

�� � �
v

G∣ ∣
( )( ) ( )E

V

r
n n n n

1

2
, 1

i j i ij
i j

,

where n is the average number of particles per site,
G
rij the (dimensionless) distance between site i and j andV

some unit of energy.We define the on-site energies as � � � �v G ( )∣ ∣ n ni j i
V

r j
ij

such that the total energy is

�� � �( )E n ni i i
1

2
. It is important to note that we consider self-generated glasses only with a translationally

invariantHamiltonian, in contrast to the traditional electron glasses that require quenched disorder[18]. Details
on the glassy behavior of thismodel are presented in [16], wherewe also showed that the effective classical
description is still valid upon including a small quantumhopping term.

In the glass at low temperatures we assume the particles are frozen into a stable nonperiodic configuration.
The stability requirement implies that if wemove a particle from site i to site j, the total energy of the system
should increase [14]

� �% � � � �G∣ ∣
( )E

V

r
0. 2j i

ij

The ground state of the systemnaturally satisfies this single-particle stability criterion. Any configuration that
satisfies the stability criterion is called ametastable state. Note that these states are sometimes called ‘inherent
structures’ to avoid confusionwith the thermodynamic notion ofmetastability, or ‘pseudo-ground states’. Also
note that this definition is not unique: one can definemetastability with respect to one- ánd two-particle hops;
one, two ánd three-particle hops; or local single-particle hops only, etcetera.However, in this paper we stick to
the definition following equation (2).

Following the argumentsmentioned in the introduction, we assume that thesemetastable states have some
kind of local short-range order. This is characterized by the density correlation function

1 � � � � §( )( ) ( )n n n n , 3ij i j

where the average � §" is over the ensembleΓMS ofmetastable states. In typical systemswithout long-range
order, the density correlations decay exponentially at large distances while at shorter distances a certain

Figure 1.The exponentially suppressedCoulomb gap for ourmodel of a self-generated glass on a triangular lattice. Left: the density of
states g(ò) as a function of energy ò around the Fermi level ò=0, averaged over an ensemble ofmetastable particle configurations. The
density of states is normalized so that � �¨ �( )g d 1, and energy is expressed in units of the nearest neighbor repulsionV. For L=16
we average overNms=50 000metastable states, for L=32 overNms=16 336 and for L=64we haveNms=424metastable states.
The dashed line is the extrapolation for � dL assuming that � �� d � q �( ) ( )g L g L, , const. 2. The bump around � _∣ ∣ 0.3 for
small L is an irrelevantfinite-size effect. Right: to show that we find an exponentially suppressed density of states near the Fermi level,
we show anArrhenius plot of the density of states—whichmeans the logarithmof g(ò) versus �∣ ∣1 .Wefind a clear regimewhere the
density of states follows � �� �( ) ∣ ∣g ae b , and the dashed line shows thefit of this form.Note that quenched disorder Coulomb glasses
are expected to have a linear density of states, g(ò)∼ò, which is clearly violated here.
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Self-generated glasses are different 
from quenched disorder glasses!


