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Foreword

Matrix models are "toy models”, in a sense that they do not contain physical reality in
themselves, but can be used to approximate or understand other "real” models. It is possible
that aspects of the abstract "unreal” matrix models can tell us something about ”real”
Nature. Here I write "real” between parentheses, since the search for an essence of reality in
mathematical equations might the most difficult task for theoretical physicists today. Many
times we have to plough through tedious calculations before we see even a small glimpse of
Nature.

Anyway, I was allowed to play a little with these matrix toys. And 'playing around’ means
that I tried some known concepts to these matrix models, and just watched what happened.
Thereby I was able to learn many aspects of theoretical physics - which still is, of course, the
main goal of doing that study.

This thesis reports on my research into matrix models. Roughly the first half contains
already known concepts and definitions. With those backgrounds I try to tackle the matrix
model in the second half of this thesis.

For me, the most important result is that I somehow managed to translate the bizarre
mathematics of a matrix model into a language that physicists would understand. Instead
of Hermitian matrices and their eigenvalues, I can now talk about phase transitions and the
free energy.

To conclude this foreword, I would like to thank my supervisor Koenraad Schalm. Work-
ing on matrix models was difficult for me personally, and many times when I exclaimed that
”these matrix models are just plain nonsense!” he got me back on track by showing the "real”
physics behind all the equations. Thanks, Koenraad!

Louk Rademaker
September 2008
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Chapter 1

Basic concepts of renormalization

Matrix models have many degrees of freedom - a feature that will become clear in the rest
of this thesis. Therefore we are obliged to introduce in this chapter 'renormalization’, which
is a method of dealing with large numbers of degrees of freedom. Normally one would
associate a certain length scale with a system (for example, atomic length scale for many-
atom systems). By averaging the interactions over larger scales, we can understand how the
effective interactions between the degrees of freedom change whenever we change the scale.

However, the effective interaction between relevant degrees of freedom can suddenly
change. Such phase transitions play a crucial role in theories with a large number of de-
grees of freedom.

In this chapter, we explain the concepts of renormalization and phase transitions at the
hand of two specific models: the planar model (also known as XY model, or sine-Gordon
model, or Thirring model, or periodic Gaussian model) and the 2d Ising model (which has
the opposite nomenclature problem - there are many different models that bear that name,
but no worries, we will only use one type).

It is the framework introduced in this chapter that will be used to investigate the prop-
erties of the matrix models. Those models will be introduced in the next chapter.

1.1 Theories with many degrees of freedom

The most difficult problems in physics arise when there are large numbers of degrees of
freedom involved. For example, a gas or a liquid can contain more than 10** atoms, each
of them having several degrees of freedom. It is impossible to calculate the momenta and
positions of all these molecules.

Of course no physicist will calculate all possible interactions between all degrees of free-
dom. Most of the time we can deal with those huge quantities by only considering collective,
statistical properties. The aforementioned gas can effectively be described by means of only
temperature, pressure and volume.

In this section we will review two physical models with large numbers of degrees of
freedom. At first we will discuss the branch of quantum field theories, all of them having
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8 CHAPTER 1. BASIC CONCEPTS OF RENORMALIZATION

initially infinitely many degrees of freedom. Thereafter we will discuss a - at first glance -
completely different field of physics: the critical phenomena in statistical mechanics.

Of both theories we will mention their major methods and concepts. Next to that we
will, of course, emphasize why they have many degrees of freedom.

1.1.1 Quantum field theories

Over the last fifty years, quantum field theories have proven to give enormous insight into
many previously unintelligible problems, such as the beta decay or the anomalies in the
electron charge. A good introduction of the theory is given by Peskin and Schroeder [1] .

But even more important than these practical results is the beautiful conceptual frame-
work on which quantum field theories are based.

QFT is based on classical field theory. The elementary particles or quanta are then small
perturbations from the ground state of the field (the vacuum). The imposed local gauge
symmetry between the quanta gives rise to interactions.

It is expected - or it is at least hoped for - that the concept of perturbative quanta with
symmetries can be used to describe all forces of nature. Currently we still lack a field theory
of gravity (see the epilogue of [1]).

Even though the concepts and results of QFT are beautiful, the amount of degrees of
freedom is extremely large. Every field ¢(x) has a each spacetime point = one degree of free-
dom. Assuming that spacetime is continuous, we have to conclude that the theory contains
uncountable many degrees of freedom [2].

The uncountable many degrees of freedom do not only constitute an unpractical amount
of work. In fact, the quantities that we want to compute - such as scattering cross sections -
become infinite as well.

These ultraviolet divergences arise because in the path integral formalism we need to
integrate over quanta with every possible momentum. For high momenta, or equivalently:
small spatial distances, the integrand diverges.

1.1.2 Critical phenomena in statistical mechanics

Onto another branch of physics: statistical mechanics. This theory describes the mechanics
of many-body systems. That is done by summing over all the possible configurations of all
the microscopic degrees of freedom in the so-called partition function Z. Out of this partition
function, a few general macroscopic degrees of freedom can be derived.

Take, for example, a glass of water. The glass contains more than 10?* molecules, all
having many degrees of freedom. Still everything you want to know about your glass of
water is given by it’s temperature, pressure and volume. These are the relevant degrees of
freedom of the system.

Why is this possible? At what size did my physical system change from ’just a number
of molecules’ - with quantities such as momenta and dipole moment - to ’a glass of water’ -
with quantities such as temperature and pressure?
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The minimum size of a collection of water molecules must have in order to speak of ’a
glass of water’ is called the correlation length £(T'). An extended physical picture is given by
[2]. In favorable circumstances, ¢ is only one or two molecular spacings.

When a region the size of the correlation length £ contains only a few degrees of freedom,
it is possible to effectively describe the system with macroscopic quantities - such as pressure
and temperature. We can also state this the other way around: as long as the scale under
study is much larger than the correlation length &, it is possible to introduce macroscopic
variables.

In general, this correlation length & is of molecular or atomic scale. However, at the
critical point marking the onset of a phase transition the correlation length diverges. We will
clarify this divergence in section 1.3.1. So if & — oo, it will at some point become as big as
our system under study. All degrees of freedom appear to be relevant, and there is no simple
way of finding effective large-scale degrees of freedom.

1.2 Renormalization

We just mentioned two tough physical problems with an extremely large number of degrees
of freedom. And by what other means should we handle them than by reducing the number
of degrees of freedom?

Throughout this section we will show two different, complementary techniques to re-
duce that number of freedom: the lattice formulation and the renormalization group. And
meanwhile we notice that quantum field theory and statistical mechanics are conceptually
equivalent.

1.2.1 Lattice gauge theories

It’s quite impossible to deal with uncountable many degrees of freedom. Bringing that
number back to countable infinite is already a great achievement.

Before we remarked that the problem of uncountable degrees of freedom manifests itself
through ultraviolet divergences. In quantum field theory we therefore introduce a high mo-
mentum cut-off to get rid of these divergences. This is equivalent to a small-distance cut-off.
In other words, spacetime is no longer continuous but discrete. It has become a lattice.

We will see that a lattice theory can be related to a quantum field theory by sending the
lattice spacing to zero - the continuum limit.

A thorough introduction to lattice gauge theories is given by [3].

Ising model

The simplest lattice theory is the 2d Ising spin model. Consider a two-dimensional N x N
square lattice with at each site n = (ny,n9) a ”spin” variable s(n). This variable can take
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Figure 1.1: The square lattice of the Ising model. Each site n = (n,,n,) has two nearest
neighbors; at n + p, and n + fi,.

the values "up” or "down”,
s(n) :{ up, A1 (1.1)

down, —1

The energy, or ”action” of the Ising model is given by a nearest-neighbor interaction
S=-=JY > s(n)s(n+p). (1.2)
noop

The summation over p denotes the two nearest-neighbors of the site n in the positive direction,
so p is either (0,1) or (1,0), see figure 1.1. We demand that the coupling constant J is
positive, so that the action is minimal if all the spins are aligned.

The Ising model just introduced can be characterized by two main properties:

1. The action is local, as far as that is possible with discrete spacings.

2. The action has a global Zy-symmetry. That is a mathematical way of saying that the
action does not change if we flip all spins.

The Ising model can be treated as a statistical mechanics model. When the system is
put at finite temperature by contact with a heatbath, the probability that a particular spins
configuration occurs is proportional to

P = exp(—(S) (1.3)

where [ equals the famous Boltzmann factor 1/kT'. The collective properties can be obtained
from the partition function

Z = > exp(—p65) (1.4)
{configs}

where we sum runs over all the possible configuration. For example, the free energy is given
by F' = —kT log Z. The statistical correlation between two spin sites at distance n is defined
by the spin-spin correlation function

['(n) = (s(n)s(0)) = 7 > s(n)s(0)e 5. (1.5)
{configs}
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Figure 1.2: The square lattice of the Ising model, now with the appropriate names used in
the T-continuum limait.

This spin-spin correlation allows us to explicitly define the correlation length & that we
introduced earlier,

I'(n) ~ exp™ /&) (1.6)

T-continuum limit

Y Y

The nomenclature "u,” and 'u,” already suggests that the two axes of the Ising model can
represent time and space. Define 7 as the lattice spacing in the time direction. We want
to make the time evolution continuous (7 — 0), without qualitatively changing the physics.
This is the so-called T-continuum limit.

In quantum mechanics, the time step operator T is related to the (infinitesimal time step)
Hamiltonian by

Tlr) = T (1.7)

The probability that if time ¢ = ¢; the physical system is in state |a) at the next time instance
t = t; + 7 the physical state is |3}, is equal to

P = (B|T(7)|a). (1.8)

And fortunately enough, we already knew all statistical weights in the Ising model! We just
have to sum all configurations that equal |a) at the row ¢ = t; and equal |3) at the row
t =t; + 7. We will call the operator 7' the transfer matrix.

The first step therefore is to rewrite the action of the Ising model so that we isolate a
'Lagrangian’ at each moment of constant time. We will call all sites with at the same time
a row’. The spin variables in a row will be called o3(m). The spin variables at one time
instance later will be called s3(m). This is visualized in figure 1.2.

The action of the Ising model now equals

S= Y L) (L9)

rOWS N
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where the ’Lagrangian’ of each row is given by
1
L= J Z ss(m) — as(m)]* — §Jz > los(m + 1)os(m) + s3(m + 1)s3(m)] . (1.10)

Note that we allow that the coupling in the time direction is different than in the spatial
direction - we now have J, and J,. This is, of course, because we want to take the limit
7 — 0, but we want to keep the spatial lattice spacing x constant.

Using the Lagrangian (1.10) we can derive the transfer matrix. We know that the statis-
tical weight of any configuration if proportional to e™¥. So the probability that if at some
row the physical system is in state |«) at the next row the physical state is |3), is equal to

P ~ (Ble "L |a). (1.11)

Compare this result with equation (1.8). So if we investigate all possible state a and [ in
the low 7 limit, we can find the Hamiltonian H.

Define K, = J,/kT and K, = J./kT. Suppose at first that o« = 3 (so o3 = s3), which
implies that the two adjacent rows are the same. Physically, this means that in the time step
7 there have been no spin flips.

T(0flips) = e Pl = e Xpostminosm)

- 1- TH\(O iy T O, (1.12)

This result implies that K, is proportional to 7. Now if two successive rows only differ one
spin, the Lagrangian obtains an extra term 2.J. (namely at the point where o3(m) — s3(m) =
+2). The transfer matrix 7" for one spin flip equals

T(]_ ﬂlp) _ 6_2K engZ [o3(m+1)o3(m)+s3(m+1)s3(m)]
—rH| L, o). (1.13)

We now see that exp[—2K,] o< 7. A fixed ratio between exp|—2K,] and K, can be defined,
we call this constant A. Let us suppose also that K, = A1,

K, = \e 2 = \1. (1.14)

Now let us turn our attention to the form of the Hamiltonian. We can write the Hamilto-
nian operator in terms of matrices. The diagonal elements then correspond to time evolution
that doesn’t change the physical state. From (1.12) and (1.14) we deduce

~

H (Diagonal) = —AZag m + 1)d3(m) + O(1). (1.15)
Similarly the off-diagonal elements of H can be derived from (1.13). Now remember that
the first Pauli matrix d1(m) = (1] (1) flips the spin at mth site. Hence the off-diagonal

Hamiltonian can be stated in terms of d;(m),

~

H(Off Diagonal) Z Ul ) (116)
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Statistical mechanics Field theory
Free energy density <« Vacuum energy density
Correlation function <« Propagator
Reciprocal of the correlation length « Mass gap

Figure 1.3: Related concepts in Field Theory and Statistical Mechanics.

In the continuum limit we set 7 — 0, which corresponds to K, — 0 and K, — oco. How-
ever, we found that their ratio A remains constant, so that we are left with the combined
Hamiltonian

H=-=> 61(m) = XY _ds(m+ 1)d3(m). (1.17)

m

Hence we can conclude that

e the physics of the 2d Ising lattice model and the one-dimensional quantum Hamiltonian
(1.17) are the same.

Statistical mechanics meets quantum field theory

We have just related a 2d lattice model with a 1d quantum model. Both theories have a global
Zy-symmetry. We can use the formalism of the transfer matrix to generalize the observed
relation between statistical mechanics and quantum mechanics. We then find that we can
relate the path integral of a quantum field theory to the partition function of a statistical
mechanics model,

Z=3 e—ﬂsz/ ers. (1.18)
paths

configs
The exact equivalence can be established by
e a Wick rotation t — —i7;
e relating the temperature with Planck’s constant k7T" = h;
e impose a spatial cut-off at the size of the lattice spacing.
This implies that some concepts in Quantum Field Theory and Statistical Mechanics are

related to one another. An overview of the most important concepts and their relations is
given in figure 1.3.
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1.2.2 Wilsons renormalization group

We have dealt with a QFT by introducing a finite, arbitrary, lattice spacing. Introduction of
a cut-off is called regularization. However, the physics behind the model should not depend
on that arbitrary choice of cut-off. We should be able to describe the same physical problem
with different lattice spacings. The process in which we change the lattice spacing but do
not change the physics behind the model, is called renormalization.

The physics of the model is encoded in the path integral Z as a function of the coupling
constant J and the cut-off a. Since the physics should be cut-off independent, we find

dz =~ 0Z N 0z dJ

da ~ da  0J da’
In other words: we need to change the coupling J whenever we change the cut-off a. The
equations % for all coupling constants J form together the renormalization group.

0 (1.19)

Renormalization group of the sine-Gordon model

As an example we will derive the discrete renormalization group of the sine-Gordon model.
Kogut [3] has shown that the planar model, a 2d lattice model with action

S=1J> cos(b, —0p) (1.20)

(mn)

where (mn) sums over all neighboring sites, can be rewritten into the 2d sine-Gordon model.
That model has action

1
Sloa, p, 8] = /dQﬂ? {—2¢A(£B)52¢A($) — pcos [QW\@%(»@)} } ; (1.21)
and the momentum cut-off A = a™! is imposed via the Fourier transform of the field ¢(z),
Pp
= Pr . 1.22
@)= [ G o) (122)

The path integral of the theory is

Zauw )= | Dolw)exp {~5[ol}. (123)

Our aim is to find out how the coupling constants p and [ should depend on the scale A.
This is obtained by finding a relation between the path integral at two different cut-offs,

ZA(Mvﬁ) X ZA’(:“,’ﬁ/)? (1'24>
with A > A’. We then can introduce the "high-momentum’ part of the field ¢(x) by
d2p ipT
h@) = oale) = onle) = [ E o) (1.25)

N<p<A (27)2
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The kinetic part of the action then easily splits

1 d*p 1
Lo 2 _ / 2 2 1.2
[ Eryon@Ponta) = [ oS =5rlo0) (1.26)
1
_ §/d2x{¢A,82¢A/+h(‘)2h}. (1.27)
The path integral can be written as
2= poctSoss [ pprmmelii] 120
0<p<A’/ AN <p<A

It requires some difficult mathematics to split the cosine interaction term. We will do this in
a familiar way: suppose that p is small and make a perturbation series. That is,

1
e Pocosta) 1 4 ,u/de cos(..x) + §u2/d2xd2y cos(..x) cos(..y) + .. (1.29)

Since we still have to take the path integral over these terms, we introduce a "high-momentum
average’ defined by

Sy cper Do €2 11919 (g)]

(0(o))n = , (1.30)
UA/<p<A D¢ e/ haﬂ
so that the 'high-momentum’ part of the full path integral (1.28) becomes
_ 3 [hoh 2 2
Zp = {/ng ez X 1+u/d x(cos27r\/5(gb,y+h)>h+(’)(u )| - (1.31)

The free path integral over h is just a multiplicative factor, which is of no further interest.
Now we will calculate these "high-momentum averages’, starting with the first order term.
We split the cosine term so we can get the ¢,/ part outside the averaging brackets,

(cos2my/B(on + W) = ;ei%\/@Af(ei%\/@h)h + hee. (1.32)

Here h.c. stands for the Hermitian conjugate of the first term. We are left with the task of
computing

[fA/<p<A Do e/ hazh)ﬂz’r\/ﬁh}

pi2my/Bhy 1.33
< h U Do e2 fha%} (1.33)
In momentum space, the exponent in this equation becomes
d*p 1, 2 ‘
—= 2mi e . 1.34
/A,<p<A @ { P o) + miy/ Be ¢>(p)} (1.34)
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With the transformation

80) = olp) - /e (1.35)
we can rewrite this as
d*p Ly, ’ 23
/A,<p<A W {—QP ¢'(p)¢'(—p) — P2 } : (1.36)

The transformation (1.35) does not change the measure of the path integral, D¢ = D¢’. Now
we can get rid of the path integrals in (1.33). Define

d’p .1
Gio) - | e L 1.37
#(7) A<p<h (27)2 © P2 ( )

and

A, = e 2 0Gn@), (1.38)
These definitions now lead to the result

(cos 2%\@(4%/ + h))p = Ag cos QW\/quA/ = A cosapy. (1.39)

Using the same technique, we can derive that the second order term is, where ¢, = ¢a/(2)
and h, = h(z),

1
(cos a(py + hy) cosalp, + hy))n = §A?x_y)Ag cos (¢, + ¢y) +
1
§A(’iy)A3 cos a(py — ¢y). (1.40)

Recall that we wanted to find back the original partition function but with new coupling
constants. Therefore we need to exponentiate the perturbation series again. Just like we did
with the Feynman expansion in quantum field theory,

{all diagrams} _ 6{connected diagrams} ) (141)

In this particular expansion, we can see that the ’connected’ term in second order is
(cos, cosy) — (cos,)(cos,). (1.42)

Hence the high-momentum part of the partition function (1.31) becomes
Zp X exp {[LAO/CZ2ZL‘ COS @,
1
—l—ZAS,uZ/dedZy [A%zfy) — 1] cos (¢, + ¢y)

1 _
+1A3u2/d2xd2y [A(f_y) — 1] cosa(p, — ¢y) + } : (1.43)
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We are now faced with a difficult integration over  and y. This is most easily done via the
transformation
=z—y
. 1.44
{ 2=z +y) (1.44)
Because the propagator G (x) is expected to fall of very fast, the presence of the A, _,)-
factors allows us to approximate ¢, — ¢, = 0¢(z). Define

4y — / g2dg (A2 1] (1.45)
so that the only interesting part of Z; becomes
Zp X o) @zl COS2“\/5‘172’%“2‘43”25“2(6@)2. (1.46)
The full partition function is now
ZA(,LL, /8) e / DQS/efd2z(717,u,A%7r2ﬁa2)(B¢Z)Q+HA0 COSQW\/Bd)z' (147)
0<p<A’

Now this up to a multiplicative constant equal to the original path integral (1.23), but now
with different couplings,

Za(p, B) o< Zn (1, 3'), (1.48)
namely

¢ = 1+ 2r2430a, 6, (1.49)

foo= pA, (1.50)

B = B/[1+u*r*AfBas]. (1.51)

The three scaling relations (1.49)-(1.51) form the renormalization group equations. They
describe how the coupling constants p and 3 change whenever the momentum cut-off changes.
Note that the cut-off dependence is implicitly included via the factors Ag and as.

To summarize, we followed these steps to derive the renormalization group:

1. Split the regularized field ¢ (z) in a high momentum part A(z) and a low momentum
field ¢A/ (I‘)

2. Split the kinetic terms in the action. One part is dependent on ¢,/ (x), the other part
is dependent on h(z) only.

3. Make a perturbation series in the coupling constant .

4. Use the technique of a ’high-momentum average’ to compute all the terms in pertur-
bation series.

5. Exponentiate the series again. This is done by only considering the 'connected’ terms,
just like for Feynman diagrams.

6. Compute the integrals under the assumption that all distances are small, x = .

7. Relate Z, with Z to find the scaling relations.
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Infinitesimal renormalization group equations

It is interesting to find the continuous dependence of the coupling constants on the scale. We
can find that dependence by integrating out a infinitesimal small momentum ’slice’

N=AN-dA<p<A. (1.52)

That only effects the "high-momentum propagator’ Gy (x). For the planar model, Kosterlitz
[4] has proven that the renormalization group equations are

d

dy = —xy;a, (1.53)
d

dr = —yQZa. (1.54)

The relation between the planar model and the sine-Gordon model is y = % pa® and r = 3-2.
The momentum cut-off A is the reciprocal of the lattice spacing a.!

Note that the renormalization group of the planar model has a fixed point at x =y = 0.
That is, if y = 0 the coupling constants are independent of cut-off. In other words: the model
with z = y = 0 is scale invariant.

The model with x = y = 0 corresponds, in the language of statistical mechanics, to a
model with critical temperature

wJ

T. ~—. 1.
o (1.55)

We see that the planar model is independent of scale at the critical temperature T..

1.3 Phase transitions and dualities

In the course of the previous section we derived the renormalization group because we wanted
to find a relation between the coupling constants and the cut-off size. With this technique
we could find the real (cut-off independent) physics for any arbitrary choice of cut-off. And
there we found a critical point of specific coupling constants, where the theory was cut-off
independent!

1.3.1 Critical points in the Ising model

As mentioned in section 1.1.2, the minimum size that a system can have without changing
it’s physical properties is the correlation length. But at what happens at the critical point
is that the correlation length will become infinitely large.

What causes this divergence?

"However, the equations (1.53)-(1.54) are not infinitesimal extensions of (1.49)-(1.51). The calculation
involves a special technique of choosing a suitable ”smooth momentum slice dA”. See for more information
[3] and its references.



1.3. PHASE TRANSITIONS AND DUALITIES 19

Let’s study that in the case of the 2d Ising model. Even though the the model seems so
simple, in the presence of an external magnetic field with interaction —B )", s(n) the model
acquires a critical point at a critical temperature T..

We expect that for high temperatures (7" > 7T.) the thermal fluctuations dominate and
that there are no long range correlations between the spins. At the other hand, for T' < T,
the system is simply magnetized, and we do not find infinitely correlated spins as well. The
typical correlation length £(7") is in both cases negligible .

The spin-spin correlation function I'(n) can be calculated, and for 7" > T, we can use the
definition of the correlation length (1.6),

I(n) ~ e MED (T > T). (1.56)

Precisely at the critical point, we expect the correlation function to be a power law of the
distance n,

L(n) ~ [n|"“=2t (T =T,) (1.57)

since that implies longe-range correlations. In order for (1.57) and (1.56) to be compatible,
the correlation length £(7T") must become infinite at T'= T.. Its behavior is described by the
critical exponent v via

§T) = (T-To)™. (1.58)

For the 2d Ising model, v = 1.

Critical exponents like v and 7 can be calculated whenever critical phenomena are in-
volved. Luckily, the critical exponents of a wide scope of different physical system are iden-
tical.

This has lead to the correlation length scaling hypothesis, which states that the only
relevant information of a system near 7' ~ T, is given by the correlation length £(7"). Precisely
at the critical point, the system has become invariant of scale. All physical behavior can be
related to the only relevant critical exponent v.

Still, the hypothesis categorizes physical models according to their critical behavior. It
is an interesting but open question what exactly determines these universality classes of
physical models. We do know that the symmetry in the action and the dimensionality of the
system are relevant.

1.3.2 Perturbative and topological solutions

Now that we have unravelled the first mysteries of a critical point, it is worthwhile to note
that a critical point divides a physical model in two phases. We have different physical
behavior for T' > T, and for T' < T,. It is the planar model that gives a fundamental insight
in the differences between these two thermal regions.
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Recall that the planar model consists of a 2d square lattice with at each site n a spin

. cos b, L
variable s(n) = ( sin 6, ) The action is given by
S=1J> cosA,b,, (1.59)
n,p

where A,0,, = 8, — 0,,,. The summation over p is over nearest neighbors. Let us calculate
the correlation function,

I'(n) = (s(n)s(0)) = (/@) y he.. (1.60)

The part that we need to calculate explicitly is
<ei(90*9")> = ; /d@ei(eoian)e_% Znﬂu cos Ay On (161)

For T > T,, we can expand the e term in powers of <ﬁ) Since integrals over odd powers of

0,, vanish, we are only left with the (%) " term. That implies, when we bring the correlation
function in the same form as (1.56),

['(n) ~ e Mloe s 7> T, (1.62)

Now calculate the correlation function for the phase T' < T... The relative absence of heat
implies that there are not many thermal fluctuations. We can therefore assume that A0, is
small, so

Sy ;(Aﬂem (1.63)
n,p

which turns the integral (1.61) into a Gaussian. This leads to a correlation function similar
to (1.57),

I'(n) ~ |n| ¥/ T < T.. (1.64)

Clearly, the system behaves different for the phases below and above the critical temper-
ature T,.. We have a phase transition at T' = T.. What causes this transition?

An intriguing insight was given through the work of J.M. Kosterlitz and D.J. Thouless [5].
They suggested that due to the periodicity of the variable 6,, there could exist singular spin
configurations. Below the critical temperature, the system is dominated by small perturba-
tion from a ground state: waves. Above the critical temperature the system is dominated by
the singular configurations.

A singular spin configuration is defined is the same way as singular point in an analytic
function. We can find it by considering a contour integral over the configuration,

¥ A0, =2mq, (1.65)
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Figure 1.4: A vortex configuration with winding number ¢ = —1.

where the winding number ¢ is an integer
q=0,%+1,4£2 ... (1.66)

A configuration with ¢ # 0 is called a vorter. A typical vortex with winding number ¢ = —1
can be seen in figure 1.4.
Consider now a spin system that contains a vortex. The energy (action) of the vortex is

S =nJlog R/a, (1.67)

where R is the size of the vortex system and a is the lattice spacing. (Or equivalently: R/a is
the number of sites that the vortex system spans.) Note that if we take the continuum limit
a — 0, the vortex energy becomes infinite. The vortex is really a singularity in the system,
and it is therefore called a topological solution.

To estimate the incidence of vortices, we compute the free energy. The free energy of any
system is

F' = Action — Temperature x Entropy. (1.68)

The entropy is equal to the logarithm of the multiplicity of the configuration, which implies
that the entropy of a vortex is klog(R/a)?. Hence we conclude that a vortex has free energy

F = (nJ —2kT)log R/a. (1.69)
So we expect vortices to occur whenever

w.J
T>T.=—. 1.70
= o (1.70)

The phase T' > T, with it’s singular configurations stands in great contrast with T" < T,

where the spin configurations consist of small deviations from a mean spin value. The latter
can be seen as waves or, in quantum mechanical terms, as perturbative solutions. To conclude,

the two phases can be classified as shown in figure 1.5.
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T<T, T>T,
Correlation function | Power law, Falls off exponentially,
T~ ‘n|—kT/27rJ [ ~ 6—\n\logk7T
Configurations Small deviations, waves | Vortices
Type of solutions Perturbative Topological

Figure 1.5: The two phases of the planar model, with a Kosterlitz- Thouless phase transition
at T, = wJ/2k.

Hi (m)w

<0'3 (m)

space

Figure 1.6: The dual of the Ising model. The original lattice consists of spin variables o3(n)
at each site, the dual lattice consists of their links p11(n) = o3(n + 1)os(n).

1.3.3 Dualities

Now that we have classified the difference between the two phases of the planar model, it
is instructive to look for similarities. This can be easily done with the beautiful concept of
duality.

The self-dual Ising model

In section 1.2.1 we saw that the 7-continuum limit of the Ising model leads to the Hamiltonian

Now introduce the dual lattice that consists of the links between the sites n (figure 1.6).
With each link we associate a variable

pi(n) = os(n+ 1)os(n). (1.72)
A corresponding 'flipping operator’ can easily be defined as
n) =[] o1(n). (1.73)
m<n

Note that the group (u1, pu3) has the same symmetry as the group (o1, 03). When we rewrite
the Hamiltonian (1.71) into the new operators p we find

Hlo, A\ =\ Z/“Ll AT fig(m 4 Das(m) | = AH[p, A7 (1.74)
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This means that the Ising model is self-dual; the Hamiltonian remains the same when we
switch to the dual lattice. However, what did change was the coupling constant A\ — \71.
Since A o< 1/T, the self-duality of the Ising model implies that the physics are the same
for low T" and high T
Stop! This is strange. Wasn’t it that we showed in the previous section that the low
T and high T phases are very different? Perturbative solutions for 7" < T, and topological
solutions when T" > T,.7

The sine-Gordon model

Let us therefore get back to the planar model. Which was, as mentioned before, equivalent
to the sine-Gordon model. It is now time to introduce this sine-Gordon model in a little
more detail. (Not as detailed as [6]!)

The name ’sine-Gordon’ is a joke that refers to the fact that it is a field theory

2
52

with a corresponding equation of motion that looks just like the Klein-Gordon equation, but
then with a sine function:

62 82
e o3

Ssa = /d x [ ¢8“¢+ (cos B — 1)1, (1.75)

82
— ) ¢+ sin f¢ = 0. (1.76)

The sine-Gordon model allows for static (0;¢ = 0) and constant solutions (9,¢ = 0),
when sin f¢ = 0. This is when

po=mN, N€Z. (1.77)

The energy of these solutions is given by

2

7 —5 (cos B¢ — 1)} (1.78)

so the energy of the odd-numbered solutions in (1.77) equals [ dx2m?/(3* which is infinite.
Hence the only static constant solutions with finite (even zero) energy are

o= [ da:{ (@) + 5(0,0)° -

Bén = 27N, N € Z, (1.79)

whose energy is vanishing: they represent vacuum solutions. We call all classical solutions
of finite energy solitons. The Hamiltonian density of any soliton ¢ must vanish at spatial
infinity, for the total energy to be finite,

lim H[¢] = 0. (1.80)

r—00
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Since the only constant solutions with zero energy are given by ¢y in (1.79), all solitons must
satisfy

Jim ¢ = oy. (181)

We can therefore associate a topological charge with each soliton, which is simply the differ-
ence between ¢y at plus infinity and ¢ at minus infinity.

g - B tee . 09
= Ny = Noow = p0@) 75 = 2= [ o=l 1.82
The charge density must be the zeroth component of a corresponding topological current

w_ By B 00
J—2W5“8V¢_27T(_8t¢>. (1.83)

We see that this current is conserved, even without imposing the equation of motion. On
pure topological grounds we find

B

w7
ouJ -

(0;0r — 0:0;) ¢ = 0. (1.84)
By explicit calculus we can find the static soliton solutions of the sine-Gordon equation that
have topological charge () = +1.

4
by = :i:B arctan {em(“%)} : (1.85)

Via a Lorentz boost x* — ~(x — vt) we obtain the moving solutions. The energy, computed
via the Hamiltonian, of the static one-soliton solution (1.85) equals

m
M = 862 (1.86)
Hence solitons can be viewed as particles with topological charge () = 41 and rest-mass M.

The sine-Gordon model has next to this soliton solutions also quantum solutions, which
are small perturbations from any ground state ¢n. The mass of these meson excitations is
given by the quadratic term in the potential energy, which is m.

These mesons have a ¢* interaction in the expansion of the cosine, with coupling \ =
m?3%. In the weak coupling limit )\, 3 — 0, the mass of the solitons becomes very large while
the meson mass remains constant.

Depending on the strength of the coupling constant, we could have a system that is
dominated by the perturbative mesons or by the topological solitons. We have rediscovered
the two phases of the planar model, now within the quantum field theoretical framework of
the sine-Gordon model.
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Duality between sine-Gordon and Thirring

In 1975 Sidney Coleman [7] established an equivalence between the aforementioned sine-
Gordon model and the Thirring model. The Thirring model is a two-dimensional theory of
a Dirac field with action

Sr= [ @ |G o - mevy — 4 (F10)7). (1.87

When writing out the perturbation series of both theory explicitly, he found that the theories
describe the same physics if we relate their coupling constants in the following way,

47 g

—=14+=. 1.88

F =1+ (1.59)
So weak coupling in the Thirring model (¢ — 0) corresponds to strong coupling in the sine-
Gordon model. Via this duality we have related the perturbative phase of the Thirring model
with the topological phase of the sine-Gordon model, and vice versa.

Note that the topological current of a soliton (1.83) is equivalent to the Noether current
of the Dirac field.

1.3.4 The continuum limit and the renormalization group

In short, all results of this section can be summarized in the following two statements:

e Models with a Kosterlitz-Thouless phase transition have one phase where the topolog-
ical solutions dominate, and one phase where the perturbative solutions dominate.

e Duality exchanges topological solutions with perturbative solutions, and correspond-
ingly topological currents with Noether currents;

We started this section by noting that the planar model had a critical point, which we
discovered using the renormalization group approach. This gives us now the opportunity to
relate the concept of duality with the renormalization group.

The renormalization group of the planar model was given by equations (1.53) and (1.54).
The group flow is shown in figure 1.7. Making the lattice spacing a smaller is equivalent to
following the arrows in the group flow diagram. Recall that the action was proportional to

S o —;gzﬁanzﬁ — icos (2w\ﬁ¢> , (1.89)

where = 2y/a® and v = 73 — 2.

We see that in the continuum limit a — 0, in the phase 7' < T, the renormalization yields
y — 0. This is equivalent to setting the coupling constant y — 0. Hence we conclude from
the renormalization group that in the phase 7' < T, we can neglige the cosine interaction.
The theory can be described by free waves with action S o< 9.



26 CHAPTER 1. BASIC CONCEPTS OF RENORMALIZATION

!
~
\\

Figure 1.7: The renormalization group flow of the planar model according to equations (1.53)

and (1.54).

However, in the phase T' > T, the continuum limit gives y ~ —x, both going up to +ooc.
The cosine interaction term dominates the kinetic term, and the model can effectively be
described by the periodic action S o cos ¢'.

Hence the relation between the two phases of the planar model and it’s renormalization
group is as follows.

e The fixed points of the renormalization group correspond to either the perturbative
phase (1" < T.) or to the topological phase (T' > T¢).



Chapter 2

Introducing matrix models

Now that we are familiar with some basic concepts, it is time to introduce the matrix models
themselves. As mentioned in the introduction,these models are just ”toy models” that can
be used to study various physical theories. An extensive overview of application of matrix
models is given by [8].

In this chapter we will define matrix models. As an example of their applications, we
derive their relation to two-dimensional quantum gravity.

2.1 Matrix models

A matrix model is described by a partition function Z that depends on a Hermitian N x N
matrix M, with energy/action S[M]. The partition function of the M3-interacting theory is
for example

Zn(g) = / M =2 TP g, (2.1)

Because the integral over dM is not Gaussian, it is very difficult to evaluate the partition
function. In quantum field theory it is then usual to expand the interaction part

1
e 1= gTeM? 4 g e+ o), (2.2)
so that the partition function becomes
& 1 ko _1impog2
Zn(g) = ,;)/dM =[] e, (2.3)

Each term in the summation over k can be evaluated by introducing a source term in the
action

"j

27
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since

O M _ i\ —TrJM
577 e = (—Mj ) e . (2.5)

Now with the notation

w(5) -2 () (59 () 29

the g-expansion of the interacting partition function will be

Zn(g,J =0) = /dMe—%TrM2—9“M3 (2.7)
1 5\
>l () | 2xto =0 28)
J=0

This is a simplification due to the fact that we can explicitly integrate out M in Zy(g = 0, J),
which yields

Znlg=0,J) = 72N°23N 3™ (2.9)

Again, we can steal the ideas from quantum field theory. This time we use the concept of
the Feynman diagrams. 't Hooft [9] proposed to picture a matrix M;’ with

e an ingoing arrow for the upper index and
e an outgoing arrow for the lower index.

Whenever we take the trace of the identity matrix we form a closed index loop, which gives
us a factor Tr/ = N. Each vertex is represented by a factor g. This leads to the Feynman
rules shown in figure 2.1. Each diagram can now be associated with a factor

diagram o g¥ N*, (2.10)

where V' is the number of vertices and L the number of closed index loops.

Note that every diagram in the expansion of Z satisfies a topological relation between the
number of propagators P, the number of vertices V' and the number of closed index loops L.
First, if we put a dot on both ends of a propagator we find that

2P = 3V. (2.11)

Secondly, if we look upon the diagram as being a polyhedra with L faces, P edges and V'
corners, we can use the Euler characteristic formula

X=2-2H=L-P+V. (2.12)
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Name Mathematical representation Feynman representation
a
<+
Source J, b .
a P C

=
Matrix Propagator 6565 d

b
K

3 - Vertex —g = _ﬁ %

Index Loop N Q

Figure 2.1: The Feynman rules for the M? matriz model.

The Euler characteristic x of the diagram is determined only by the integer H, which repre-
sents the number of handles of the surface. (So a sphere has H = 0, a torus H = 1.)
Using this topology relations, the factor of a diagram can be rewritten as follows.

diagram o g¢"N* (2.13)
— QQP—QVNL (214>

1
= (¢°N)*" Nx, (2.15)

This suggests that we can introduce a renormalized coupling constant A that satisfies
g*N = N2, (2.16)
so as to split the topology-dependent part from the expansion in the number of vertices,
diagram oc AV NX, (2.17)

The Euler characteristic x is either 2, 0 or negative. Since we are considering N > 2
models, it is obvious that for constant V' the diagram with y = 2 contains the largest factor
N. The xy = 2 diagrams are called planar diagrams.

We see that in the limit of N — oo only the planar diagrams remain.

2.2 Relation to 2d quantum gravity

Because the concept of a Quantum Field is strikingly beautiful, several attempts have been
done to describe the force of gravitation within this framework. The first few paragraphs of
this section are explained in further detail by [10].
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Figure 2.2: A random triangulation of a surface. Each of the triangles is dual to a M3-vertex
of a matrixz theory. Fach triangulation vertex is dual to a closed index loop in the matriz
model. Picture copied from [10].

2.2.1 Topology of general relativity

The degrees of freedom of the theory of gravitation (general relativity) are represented by
the metric g,,. A quantum field theory needs an action with a varying field, and the only
logical choice for a gravitational theory is the Einstein-Hilbert action.

R
Sp = /d":c\@z?? (2.18)

The famous Gauss-Bonnet theorem relates this curvature-dependent integral to topological
concepts. In two dimensions, it relates R to the Euler characteristic,

/d%\/gR = 47x. (2.19)

The starting point for a 2d quantum theory of gravitation is, when we also add an area term
—BA = —3[,/g, the partition function

Zoc= Y. Dg e FATx (2.20)
Topologies
for some parameters 3, .

The difficult aspect of the partition function (2.20) is the path integral over all possible
metrics. To simplify this integral we discretize the 2d metrical surface by equilateral triangles
of unit area. One can read off the curvature at the points where the triangles touch (the
vertices). The curvature is zero (R = 0, Euclidean space) when six triangles come together.
The curvature of any vertex is given by

R; = 27(6/N; — 1), (2.21)
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where N; is the number of triangles that come together at the given vertex. If we then
identify the volume element d2:c\/§ with N;/3, we can replace the path integral by a discrete
summation over all possible triangulations.

7 = > e PATIX (2.22)

Random triangulations

2.2.2 The dual of the triangulation

In figure 2.2 we have a drawing of such a random triangulation. If we place inside each
triangle a M? matrix model vertex, we obtain the dual lattice of the triangulation.

This dual lattice is a planar diagram of the g expansion of the M? matrix model. We
see that the number of vertices V' in the dual lattice equals the number of triangles, which
equals the area A of the surface (remember that the triangles had unit areal).

V=A (2.23)
Now make the following identification,

e =\ (2.24)
¢’ = N. (2.25)

Hence the 2d quantum gravity partition function becomes

Zge = > AN, (2.26)

connected planar diagrams

The sum over connected diagrams is equal to the logarithm of the sum over all diagrams.
Hence we have related the 2d quantum gravity partition function to the M? matrix model,
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Chapter 3

Phase transitions in matrix models

We defined matrix models in the previous chapter with a partition function depending on
Hermitian matrices. In this chapter we will try to understand the basic properties of matrix
models in terms of their eigenvalues. We will strip the matrix models from any context and
consider them as full, independent theories. These theories then exhibit a phase transition.

3.1 Interpretation of the matrix model

The model introduced in chapter 2 is a statistical model, defined by it’s partition function
Z = /dM e=SIM), (3.1)

Similar to any statistical model, we can speak of the N? degrees of freedom (namely the
matrix elements MP) and a specific configuration of these degrees of freedom given by the
Hermitian matrix M with a certain energy S[M].

Note that a matrix model is static: it does not contain any movement in time or space
and/or derivatives of any kind.

The partition function, in turn, defines the free energy [11, 12] of the system,

et =27 (3.2)

In statistical models we are not interested in the precise configurations of the degrees of
freedom, but in general properties of the system as a whole. In a matrix model the only
macroscopic variable of the system is the free energy.

3.1.1 The use of solitons

In classical Lagrangian mechanics a physical system of many bodies must satisfy the principle
of least action. That is, any real physical system equals a configuration that minimizes the

33
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action / energy S[M]. In yet other words, the configuration M is a solution of the Euler-
Lagrange equation
dS[M]
OMP
Configurations M that satisfy the Euler-Lagrange equations and are stable! are called soli-
tons? or classical solutions.

In the partition function Z, the exponential 'favors’ configuration with a low energy. The
contribution from matrices with higher-than-minimal action S[M] is small compared to the
minimal energy. The method of steepest descent [13] indeed proves that any partition function
can be approximated by a Gaussian integral around the minimum of the action M,

/ AM e—5IM] — ,—S[Mo] / AM e~ 318" [Mo]| TYM=Mo+O(M3) _ ~F (3.4)

Given this equation one would expect that the free energy F'is therefore closely related to
the energy of the minimal solution, namely the lowest soliton. Similar to the terminology
of field theories we would call this lowest energy soliton the vacuum state or ground state
[1, 14]. The system as a whole can be approximated using perturbations from this ground
state.

The use of the ground state soliton is that its energy resembles, in lowest order, the free
energy. From there we can compute the exact free energy with perturbation series.

= 0. (3.3)

3.2 The matrix ¢gM* model

Let us explicitly investigate the gM* matrix model with action

S[M] = %Tr]\ﬁ + %TrM“. (3.5)
The Euler-Lagrange equation for this model is
mM + gM?® = 0. (3.6)

If m is positive, there exists only one stable solution with energy S[My] = 0. This is in line
with the perturbative approach that we advocated in the previous section.
However, if m is negative, there exists (N + 1) continuous sets of stable solutions.®> They

consist of matrices with eigenvalues +1/—m/g, and the energy of each configuration is S =

—pcN. The factor ue equals the 'depth of the well” and equals

2

m
- 3.7
He = (3.7)

Stable implies that the second derivative of the action S[M] with respect to M is positive.

2Hereby we use the definition as put forward by Marciano and Pagels [25]. Their section 6.1.1 (?What
are solitons?”) starts with: ” Solitons are stable finite energy solutions to the classical equations of motion of
Lagrangian field theories.”

3We can rotate each diagonal matrix by U () transformations, which doesn’t affect the Euler-Lagrange
equation. If we then count the number of positive eigenvalues, we can identify (N + 1) distinct continuous
sets of solitons.
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mufc] = 1.0000
Fii

Figure 3.1: The thin red line corresponds to the action of the N = 1 matriz model for uc = 1.
The integrand e~ in the partition function Z is the thick black line. The dotted blue line
represents the Gaussian approximation by the method of steepest descent.

How can we still perform perturbation theory if there are so many candidates for a ground
state? A first step is to integrate out an obvious degree of freedom, namely the rotational
symmetry of M. We are then left with a partition function that depends on the real eigen-
values \; of the Hermitian matrix M [15],

N N N my\2, 9\4
7 = /H d\; [T — M) e Zizl(ﬂﬁz%), (3.8)
i=1 i<j
where we should impose an ordering on the eigenvalues,

A< <L <\ (3.9)
N

If we exponentiate the Vandermonde determinant JT;.;(A; — Aj)? we can describe our physical
system in terms of an effective action in terms of the eigenvalues

N rm 2 G.4 al 2
S, Nymygl =S (2/\1. n 4>\i> ~ S log(A — A (3.10)
i=1 i<j

Since the calculation above is quite abstract, it is an instructive exercise to investigate the
model for the simple N =1 and N = 2.

3.2.1 Soliton superposition in the N =1 model

We noticed that there exist multiple solitons if m is negative. What soliton could then
possibly be the ground state? In figure 3.1 we see intuitively that a Gaussian approximation
by the method of steepest descent (3.4) from one of the minima does not match the 'real’
integrand e .
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We can make that explicit by the following perturbative series. Let us make a Taylor
expansion around the minimum at Ao = —/—m/g, which yields an action

S = —pe — mA2 — \/—mgh® + %X‘. (3.11)

The partition function Z = [ d) e~ clearly converges as long as ¢ is positive. Now we write
the partition function as a perturbation series

- = (=mg)*? (—g/4)! maz _ -
z=cre [ay > T AR A = e [ (3.12)

The zeroeth order term in the expansion, I ), equals of course the Gaussian integral. Higher
order can be computed exactly using the Gamma function. If % is odd, () = 0. In all other
cases, it equals

9

(3.13)

_1)l <m2>—%’f—’ T(3k + 20 + 1)
4

_1
Ly = |m| ™2 ( PN

The norm of this expression diverges due to the last Gamma function. We cannot speak of
a "perturbation series” since every next term is bigger than the previous!

Again we find that the multiplicity of solitons leads to a breakdown of perturbation theory.

How can we make a sensible approximation to the free energy of our matrix model in
this case? Remember that we introduced a breakdown of perturbative calculations in other
models. In the nonperturbative phase of the XY model, and we cite [3], "we expect vortices
to blend into the ground state - vorter condensation.” In other words: the ground state is
now composed of a superposition of the soliton solutions.

The N = 1 model allows us to visualize this in figure 3.2. Instead of just a Gaussian
approximation around one of the minima, we state that the partition function is the sum of
two Gaussians around the two minima,

7 ~ e he / dX emA=20P g gmro / dX emOHN0)? (3.14)

The ground state, or the zeroth order approximation to the free energy, is hence given by a
superposition of all the solitons. We can speak of a soliton condensate.

3.2.2 Phase transition in the N = 2 model

Let us pass on to the first non-trivial model, the N = 2 model. Now the action? does contain
a logarithmic term, and we have the ordering (3.9). Still the Euler-Lagrange equations can
be stated in one simple line,

2
mA\; + g\3 = N —mAy — gAS. (3.15)
L —
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jl\ll

Figure 3.2: Similar to figure 3.1 we display the N = 1 matriz model action S and the exponent
e™5. Now the dashed thin line represent the two Gaussian (quadratic) approzimations around
the two minima. The thick dotted line shows the superposition of the Gaussian approrimations
of the two minima, see equation (3.14).

What are the solitons? Before we start performing an exact calculation, let us visualize the
model. In figure 3.3 we see two contour plots and three side views of the action of the N = 2
model. We see that for low ¢, there is only one (symmetric) soliton. For high pc there can
be three solitons, among them are asymmetric ones!

Exact derivation

The upper left and upper right hand side of the Euler-Lagrange equations (3.15) together
imply that either \; = —\y or that we have an asymmetric solution. Let us calculate first
the symmetric soliton.

Symmetric solution

The fact that A\; = —\y reduces the Euler-Lagrange equations to
mA? + g\t =1, (3.16)

which has one very simple solution, namely

AQ_—+— m2+4g_—Ao+ A3 +4/g (3.17)

where we have introduced the parameter \g = \/—m/g, the position of the minimum of the
potential. If m >> g, we see that \ &~ )y, which means that the two eigenvalues are indeed
in the two minima of the potential. In that case the energy of the configuration is S ~ —2uc¢,
where pc = m?/4g was defined as the depth of the potential well.

4Unless otherwise stated, we use the action in terms of the eigenvalues (3.10).
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Figure 3.3: Above: Two colored contour plots of the N = 2 matriz model action S[M] as
a function of the two eigenvalues Ay and o, where \y < Xo. The dotted lines indicate the
position of the minimum of the potential V (X). Left we see the model in the symmetric phase,
with well depth pe = 1. Clearly, there is one minimum of the action that is symmetric (so
Ao = —A1). Right we see the model for puc = 20. There now exist three minimal solutions
of the action: one symmetric and two asymmetric solutions. Below: We can also compute
the view of the upper plot along the direction A\; = Ay (see the arrow next to the upper plot).
Below are these views for pc = 1,2 (critical) and 20. It is a nice view on the development
of the asymmetric minima! All minima are pointed out with an arrow below the plot.
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Asymmetric solutions

The asymmetric solutions are obtained from rewriting the Euler-Lagrange equations (3.15)
into

(A1 + A2) (m+ gAT + gA3 — ghida) = 0. (3.18)
Hence we know that that solution must satisfy
1 1
Ay = 5)\1 + 2g\/—élmg — 392\, (3.19)

The second Euler-Lagrange equation mA; +gA* = 2/(A;—\s) then becomes a quartic equation
for A7,

2
G+ 3mg)s + (3m? — 29)A\] + (77; —2)mA} +4=0. (3:20)

The substitution z = g%)\% allows us to rewrite this into an equation that only depends on x
and the depth of the well u¢,

tt — 6/ + (12uc — 2)2? — 2\/pic (4pe — 2)x +4 = 0. (3.21)

A quartic equation has an exact solution by the method of Ferrari. Because this is a very
complicated procedure, we will only investigate whether the system has a solution at all. The
discriminant of the quartic polynomial,

Ay = 8ud — 23u2 — dpe + 36 (3.22)

is zero if and only if the quartic equation has multiple roots. The discriminant A4 = 0 with
positive uc only at uc = 2. After examination of the quartic equation, we find that it only
has real solutions if e > 2. This implies that the asymmetric solutions only exist if puo > 2.

To conclude, a numerical approximation of the energy of the asymmetric solitons suggests
that their energy converges, for large uc, towards S =~ —2puc.

Interpretation of the N = 2 model

If ue < 2 we have only one solution so it is possible to construct a perturbation series. We
can speak of a ground state (namely the symmetric soliton) and the free energy consists of
the ground state plus small variations.

However, if o > 2 there are three solutions. We even found that for large uc the energies
of the three solutions become the same! The ground state is now given by a superposition of
these three states.

So we find, for this model, a phase transition at the critical ui = 2. A rather straight-
forward calculation, which can be done by Maple, shows that the free energy is analytic at
e = 2. Hence it is a continuous phase transition. Note that this phase transition looks
similar to a Kosterlitz-Thouless phase transition: below pg we have a perturbative phase,
above p¢ we have a nonperturbative phase where the ground state is a soliton condensate.
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Figure 3.4: A visualization of the complete asymmetric solution. The shifted potential energy
V' for the eigenvalues X is filled up to the Fermi level ug around one of the two minima.

Figure 3.5: An asymmetric soliton, though not completely asymmetric.

3.3 Large N models

Does a continuous phase transition also arise in the case of large N matrix models? We
expect it does, but it is quite impossible to solve large N models exactly.

However, we can search for the existence of asymmetric solitons. Imagine that each
eigenvalue \; has a potential energy V(\;). In this picture, we can draw a large N soliton
into a graph of the potential (see figure 3.4). Suppose there exists a soliton solution where
all eigenvalues are negative, the complete asymmetric soliton. Then the left potential well is
'filled up’ to a certain energy ”Fermi” level up, whereby pp is of course lower than the depth
of the well uc.

So for given model parameters (N, o) we can find a Fermi level. The complete asym-
metric soliton can only exist if ur(N, pc) < pe. However, there are also other asymmetric
solitons such as in figure 3.5. The soliton with one eigenvalue in the right well and N — 1
eigenvalues in the left well could only exist if up(N — 1, uc) < pe. If we continue with this
reasoning, then there exists only one symmetric soliton if

1r(N/2, pe) > pc. (3.23)

Our computational task is thus to find the Fermi level ur as a function of N and pe. Then
the phase transition occurs at ug = up(N/2, ug).
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Approximate calculation

We will compute that as follows. Take a fixed N and assume that all eigenvalues \;, : = 1..N,
are in one of the potential wells. It is then convenient to shift the potential energy such that
the minimum lies at A = 0 and that V(0) = 0. This yields

V) = —m)2 + %X‘ — /—mg. (3.24)

The eigenvalues are distributed around the A = 0 minimum such that the energy of each
eigenvalue is at most the Fermi Level pp. Let us now state without loss of generality that
N = 2M +1 and that each eigenvalue is given by \; = iA +¢;. The Euler-Lagrange equation
becomes

05 _ 105 05 _
o\ PO0A  Oe

0 (3.25)

The derivative with respect to A involves the complete energy, and the derivative with
respect to €; only the energy of one eigenvalue. We can therefore reasonably assume that the
¢;-dependent terms are of order 1/N smaller than the A dependent terms. Hence we neglect
¢; and the action becomes
M N
S= Y V(@EA) =Y (N —i)log(iA)?, (3.26)

i=—M =1

and thence Euler-Lagrange equation becomes

S0 24 240

- __ 3 _
m(N° — N)A+g A

25 1 N5 N3 7N N?2—N
9 _ - — 0. 2
A~ 6 ( > ! (3.27)

We can rewrite this with implicit definition of fi1(N), fo(N) and f3(N) into
mf1A2 + gf2A4 = fg. (328)

This biquadratic equation has a simple solution that can be rewritten in terms of u¢, g and
the functions f;.

LA Jaf3 1 <
A? = \/7 — (N/,u oy fpe + 52 ) == A% 3.29
gt VTR 9 (329)
The Fermi level is given by the energy level of the highest eigenvalue A = MA = %(N —1)A.

This yields, using the potential (3.24),

pp(N, pe) = V(MA) = 2M? /ic A? + iM‘* A — M3 (4p) VA3, (3.30)
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Phase transition for large N

As explained above, the phase transition occurs whenever (3.23) becomes an equality. We
can find numerical solutions using Maple®. In large N limit, this yields three solutions, but
all of them are linear in N and all of them give ug, = 0 if N = 2. We choose the solution
that is most compatible with our exact computation of the N = 2 model. This yields the
critical value for p¢,

s =~ 0.453N + O(N?). (3.31)

®The code that we used is:

f1 :=N->-1/6 * N = 3 + 1/6 * N:

f2 :=N->1/80 * N~ 5 - 1/24 * N = 3 + 7/240 * N:

f3 ;= N->N"~ 2 - N:

Delta := sqrt( -1/2 * (m * f1(N) - sqrt(m ~ 2 * ( £1(N) ) ~ 2 + 4 x ( £2(N) ) * g * (
£3(N) ) ) ) / CCf2(0N) ) *x g ) ):

>V := lambda -> -1/4 * lambda =~ 2 * ( 4 * m - g * lambda ~ 2 + 4 * g * lambda * sqrt( -
m/g)):

> muF := N -> simplify( limit( subs( m = -sqrt( 4 * g * mulc] ), V( (N-1)/2 * Delta) ),

g=1) ):

> muSol := [ solve( muF( N/2 ) = mulc], mulc] ) 1:

vV V V V



Chapter 4

Large N renormalization

Is the matrix dimension N an unphysical cut-off introduced in the matrix model?

We can answer that question using the techniques of the renormalization group. As Wilson
and Kogut [2] stated it, renormalization is reducing the ”density of degrees of freedom”,
without changing the overall properties of the physical system. This implies that we can
integrate out degrees of freedom as to find new ”effective” degrees of freedom. The free
energy (the overall property of the system) will not change, due to a shift in the coupling
constants m and g,

F(N,m,g)=F(N',m', ¢). (4.1)
So the renormalization group then consists of differential equations g—]mv = fm(N,m,g) and
5= fo(N,m, g).

Besides answering the more fundamental question stated at the very beginning of this
chapter, the renormalization group also forms a powerful mathematical tool to compute
the free energy. After all, calculating the free energy for low N is easier that for large N.
Renormalization allows us to relate the free energy of small and large N models. Note that
the renormalization group flow also equals the lines of constant F'.

In chapter 2 we saw that the matrix model for N — oo can be related to 2d quantum
gravity. In this case it is useful to look for fixed points of the renormalization group. If the
model is at a fixed point (m*, ¢g*), the free energy does not depend on the renormalization
parameter N. This implies that if N — oo, the model converges to a fixed point if it converges
at all. Hence fixed points of a matrix model coincide with a quantum gravity theory.

In this chapter we will first cite the results of Higuchi et al. [16] who derived a renormal-
ization group of the matrix model to find the fixed points. We will then use their techniques
to find the renormalization group flow of the gM* model. The central question there is: do
the levels of constant free energy (the RG flow) cross the line of the phase transition that we
found in the previous chapter?

43
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4.1 Higuchi’s renormalization group

In 1994 Higuchi et al. [16] derived a renormalization group equation, based on the work of
Brézin and Zinn-Justin [17], for the general matrix model

Zn(g5) :/dM exp

N Y 2 (4.2)
k>1 k

and free energy defined by

1 Zn(95)
F(N,gj) = -1 . 4.
(N.9:) = =z los [ZN(QQ = 1, others = 0) (4.3)

The renormalization group equation took the form of a Callan-Symanzik equation that relates
the change in N with the change in all the coupling constant g;,

0 OF oF 1
N— +2| F(N,qg;) = e, = — . 4.4
[ 6’N + ] ( 79]) G <g37 » 9mi; 8937 7agm> _'_O <N) ( )

The function G was found by integrating over the (N +1)-th eigenvalue in the Zy . partition
function using the saddle point method. Of course, this only yields a solution for high NV; the
contributions of order O (%) are neglected. We will use this approach in the next chapter

to find the running of the M* model coupling constants.
To conclude, Higuchi et al. also found three non-trivial fixed points in the model with
M? and M* interactions and a fixed Gaussian term.'

4.2 Large N renormalization

We will now perform a renormalization based on the saddle-point method introduced in the
previous section. We integrate out the (N + 1)th eigenvalue, Ay, = A, which yields

N
Tnar = / X T — A))? e X0V / X eV g2 (4.5)

1<j

The "high part’ of the partition function equals the renormalization of the potential
e = [ane VTt [ gy 50, (4.6)

We will use the method of steepest descent to evaluate this integral, where the saddle point
s is given by the equation

2N &2 2N 2A

As + g\ = —TrA* = Tr——— 4,
A A = 3 2 g TR = S T (4.7)

'Higuchi relates the fixed points to theories of (p, ¢)-minimal conformal matter coupled to two-dimensional
quantum gravity. They found (p = 2,q = 5) and (p = 2,¢ = 3) fixed points.
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where A is the N x N matrix of eigenvalues \;. This equation causes some trouble since
it has, to quote Higuchi, "several branches of solutions”. owever, large N suggests that the
model is in the perturbative phase. This allows us to assume A, > A and so we can neglect
higher order terms. The saddle-point equation can be simplified to a biquadratic

mAZ + g\t = 2N. (4.8)

The solutions are, in terms of uc, g and N,

2= 2@ <\//Tc+ Ve + 2N> : (4.9)

Now note that the whole system is invariant if we send all eigenvalues to it’s negative,
Ai — — ;. If we choose only one of the saddle-points given by (4.9), we break that symmetry
which will give us odd powered terms in the effective action. A better approximation is to
sum over both minima of the exponent, such that

e 08 ng ¢80 4 g=S(=A) (4.10)

and the change in the effective action equals 65 ~ S()\,) + S(—\,). The only terms that
contribute are the logarithmic part since (4.8) implies that the potential equals 2N. Hence

§S = —Trlog(As — A)* — Trlog(\s + A)?
2 1
= —log A+ 3 TeA? 4 TeAt + O (A%). (4.11)

The effective potential becomes

1 4 1 4
Ve (Ni) = 3 (m(N—i-l) + )\2> A+ 1 <Q(N+1) + )\4> A+ O(N). (4.12)
The coupling constants m and g change according to
4
my — mn41y = Om = +ﬁ’ (4.13)
4
gN — g+ = 09 =+ (4.14)

Note that Ay depends on the parameters my1) and gy41). Also remark that A2 is positive
so my > mn+1)- The corresponding renormalization of the top of the potential jc can be
derived from
NC(N) _ (m(N-H) / s4) (415>
4(gvrr) +4/A8)
A2 4)?
_ v + )’ (4.16)
4(gn+1) AL +4)
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We can now fill in \;. Define for the moment pp, = pe (N + 1) so that we can write

Nomni = —4(ue + 1/ pé +2Npg), (4.17)
Moni1 = Sup + 82+ 2NuL + 8N, (4.18)

(1 = pe — \/ué + 2N pg)?
pe(N) = : (4.19)
L4 2pg + 2y/pé + 2N g + 2N

We can write %’*—1\? = puc(N +1) — pc(N), so

Buc — 1+ 24/p + 2N
o _ e He po (4.20)
IN  2pc+1+2/p2 4+ 2Npuc + 2N

A numerical approximation is given by Maple, which yields

and

1e(N) ~ 0.825N + j1:(0) + O (]17) . (4.21)

4.3 A continuous phase transition

In figure 4.1 are the lines of constant F' drawn together with the phase transition found in
equation (3.31). First we note that the the lines of constant F' lead in the large N limit most
of the times to a system in the Fermi phase, how counterintuitive it might seem. Renor-
malization towards low N will eventually lead to positive m and thus a simple perturbative
theory, or m will remain negative and the system will remain in the nonperturbative phase.

Secondly we note that the renormalization of the gM* model does not lead to fixed points
that can be related to N — oo.

The third remarkable feature of the phase diagram 4.1 is the fact that the lines of constant
F' do cross the phase transition at all. This is again a confirmation of our result from chapter
3 that the phase transition is analytic in the macroscopic variable Z.
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Figure 4.1: The renormalization group flow of uc solved numerically with (4.21), which are
the lines of equal free energy F(N,m,g). Drawn together with the phases of the gM* matrix
model given by (3.31).
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Chapter 5

Nonperturbative solutions

For small N and large yic, the gM* matrix model in the eigenvalue representation has many
classical solutions with similar energy. In this nonperturbative phase the free energy could
not be related to a perturbation series around the absolute minimum.

But what is it that makes the nonperturbative phase different from the perturbative
phase? In chapter 1 we found that the occurrence of vortices drove the XY model into a
Kosterlitz-Thouless phase transition. That phase transition looks similar to the one we found
in the matrix model. So a logical question is: What are the vortices of the matrix models?

However, the only vortices that are yet described require the existence of a target space.
The matrix models that we study here do not have a target space. Is it then possible to
integrate out degrees of freedom to remove the nonperturbative phase of the matrix model?

5.1 Matrix models on a target space

In 1990 there was a series of articles published on the topic of nonperturbative solutions of
matrix models [18, 19, 20, 21]. Although the matrix models that these publications discussed
are not the same as ours, it is educational to review their results. The model was introduced
by [22] and was defined by the path integral

Zn(B) = [ DV M(r) S @ DO -van] 6.1

Note that in this model the matrix M (¢) depends on a time parameter ¢. The time param-
eter runs over the so-called target space.! A standard solution of this model is given by a
transformation to the eigenvalues of M(t),

M(t) = Q(t) A(t) Q(2). (5.2)

!The name ’target space’ originally comes from string theory, where the D-dimensional spacetime is called
the target space [23]. The matrix models mentioned here have a 1-dimensional spacetime, so the parameter
t can also be called ’time’.

49
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The integration measure changes with a factor equal to the Vandermonde determinant
squared [15],
DM =DODA [[(\ — A2 (5.3)
i<j
Since the Vandermonde determinant is completely antisymmetric, the model is reduced to
the problem of N non-interacting fermions \; with Hamiltonian

h AT 5.4

__2628A?+ (M) (5.4)

In the ground state of a fermionic system the energy levels of this Hamiltonian are filled up

to it’s Fermi level pup. As long as the Fermi level is lower than the top of the potential p¢,

the system can be described by means of perturbation theory. The nonperturbative behavior

pops up when u = uc — pup ~ 0. The way this phase transition arises is similar to the phase
transition of our matrix model.

The Fermi level pr can be found via the density of eigenstates e, of the system
1
= BZd(e—en). (5.5)

Gross and Miljkovic [18] found an exact differential equation that describes the density of
states near it’s Fermi level,
dp _ t/Bp
— = Im / dte ™ —L—
o (hir) 2B Jo sinh(t/5u)
The free energy contributions from the singlet sector (that is, the energy that only depends
on the eigenvalues) is proportional to

Fy ~ N?1?|In pl. (5.7)
However, due to the kinetic part (9,M)? the path integral still depends on the angular part
of the matrix M. Gross and Klebanov [21] transformed the path integral into a Hamiltonian
for the eigenvalues and the angular momenta

X 1 02 I3, + H2
H=- A(A U(A 5.8
2ﬁ2A(>\)zi:8)\§ ()+2z: D20 )\—)\ (58)

'L<]

(5.6)

where ); are the eigenvalues, A()) is the Vandermonde determinant and II,; and ﬁij are the
generators of left rotations on the angular part (). This angular part of the Hamiltonian
contributes to the ground state energy whenever the target space is a finite circle with radius
R. The free energy contribution of the non-singlet sector is proportional to

Frs ~ N2 (5.9)
If R < 2 the non-singlet sector would dominate the free energy when ¢ — 0. If R > 2 then
the singlet sector dominates the energy. This suggests the existence of a Kosterlitz-Thouless
phase transition at R = 2.

The duality R — 1/R is destroyed by the KT phase transition. Below R = 2 the vortices,
which are actually windings of the angular part around the target space, become dominant.
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5.1.1 Derrick’s theorem

In the search for nonperturbative solutions within the framework of quantum field theories,
Derrick [24] found a theorem that limits the occurrence of these soliton solutions. We can
look whether Derrick’s theorem holds for matrix theories with a target space.

A soliton solution is defined as a stable solution of the classical Euler-Lagrange equation,
see section 3.1.1. Derrick showed that a scalar field theory with D spatial dimensions,

L= 3 (00) ~ Ulg) (5.10)

could only have soliton solutions if D = 1. [25]
Let us generalize this to matrix models. Assume that we have a matrix model with a
D-dimensional Euclidian target space

S = /qu: Tr B@M)? +U(M) (5.11)

and assume that U(M) > 0. We have equivalence U(M) = 0 when M is a vacuum solution.
Now suppose M,(z) is a soliton solution with energy S = K + V', K is the kinetic energy
term and V' the potential energy term. Now the scaled solution M,(z/a) has energy

S(a) = a2 K + d"V. (5.12)
Because we demanded that M (z) was a stable solution, S(a) must satisfy the differential
equation

8;2@) = (D —2)K + DV =0. (5.13)

a=1

Because K and V' are both positive, this could only make sense if either K =V = 0 or if
D < 2. The solitons obtained by Gross et al in the previous section were an example of the
theories solitons in the D = 1 case.

5.1.2 Analysis of the target space models

Gross et al attribute the existence of vortices to the fact the the target space is a finite circle.
This is compatible with Derrick’s argument that vortices could only exist if the target space
is one-dimensional.

However, the matrix model that we study has no target space. Hence the conclusions
of the above discussion could not help us with the search for the nonperturbative solutions
of the matrix model. The method of analysis nevertheless proved useful. In the previous
sections we used the eigenvalue method and the concept of a Fermi level pp to find the phase
transition.

It is interesting to note that the both the phase transition and the ”fermionic” behavior
occur in matrix models with or without target space. But if we remove the target space,
the vortices are removed too. It interesting to ask ourselves: What is it then that drives the
phase transition in the absence of a target space?
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5.2 Integrating out the nonperturbative phase

As we noticed in chapter 3, the nonperturbative phase is characterized by (/N 4 1) distinct
eigenvalue configurations. These solitons can be classified by the number of eigenvalues in
one of the wells. Another parameter to order the solitons is the mean (or equivalently: sum)
of all the eigenvalues

s = Z i (5.14)

We can test the ’reality’ of the nonperturbative phase transition by integrating out the
parameter s, which would presumably reduce the number of solitons. Such an integral can
be evaluated if we make a linear transformation to coordinates s and A; = \; — A\;y1, with
i =1.(N —1). We set Ay = s. The transformation matrix defined by A; = (Ty)I); is

1 -1 0 ]
01 -1

Ty =1|: : (5.15)

11 1 1 11

The determinant of Ty can be easily found via the property that det Ty = det T{y_1) + 1,
hence det Ty = 1. The inverse transformation matrix is given by

(N—-1) (N—-2) (N-3) ... 1 1]
~1 (N —2) 1 1
Tjglzjb .—1 —2 Cl. (5.16)
: 1 1
| -1 -2 —(N-2) =(N—-1) 1]

The complexity of the matrix 7' shows that the resulting action S[A, s] is quite compli-
cated. However, notice that the action has three main features.

1. The logarithmic terms Y-, ;log(X\; — A;)? do not depend on the sum s.
2. The action is symmetric under interchange of A; for i = 1..(N — 1).
3. The action is invariant under a change of sign of all A; and s.

Especially the last property is important: it implies that the s-dependent terms of the action
are just a quartic function. As long as ¢ is positive, that part can be integrated out exactly.
This is unfeasible for large N, we will therefore perform this calculation for the smallest
non-trivial N = 2.
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Figure 5.1: The effective action of the N = 2 model as a function of v = g*/*A = g'/* (A1 —\y)
for ue =0,1,2,3 and 4.

N = 2 nonperturbative phase

The partition function is, after transformation to A = A; and s given by

Zy = ;/dA ds e~ TmAP =5 AN (Gmt5gA%) s~ st Hlog A7 (5.17)
The parameter s € (—o00,00) can be integrated out exactly yielding
1 (4m + 3gA2)2\ " 1 -
1
x A% exp {64(167712 + 8mgA? + 7g2A4)} ) (5.18)
g

where K,[z] is the modified Bessel K function. Let us first rewrite this in terms of uc,
1 A 1A2 3 3 1A2 5 2
Z = g [ 4o ot -8 K | (ot - )

1 1 7
x A% exp {uc — Zuég2 A? + 64gA4} : (5.19)

We see that our parameter A always occurs with a factor g'/4. That suggests a shift to the
parameter z = ¢"/*A which yields

1 / 1/2 3 9 %
7 2 2
, = \/ﬁg/dw ’31‘ Yt ‘ K1 /1) [<8x 1% )

1 7
x 2% exp {uc - Zulcﬂf + 64x4} (5.20)

1
\/Zg/dl' 67Seg[w;#c]. (521)
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The effective action Seg[; ic] can be calculated for various . It is not defined at 22 = % 1o
but is continuous at that point. A plot of the effective action for several pe including the
critical e = 2 is shown in figure 5.1.

Apart from the + — —x symmetry (which can be removed easily) the system clearly has
one absolute minimum which allows perturbation theory, without constraint on uc. This
implies that after integrating out s = A\; + Ay, the continuous phase transition disappears.

5.3 Does the correlation function change?

In the previous section we found that we could integrate out the phase transition in the
N = 2 model. This leads of course to speculations on the reality of that phase transition.
Since that phase transition resembles a Kosterlitz-Thouless transition, we can now use the
same techniques that were applied to the KT transition 1.3.2: by calculating the correlation
function T'.

The correlation function expresses relations between different microscopic degrees of free-
dom. So in the eigenvalue representation, the correlation function is defined by

L(m,n) =< AnA, > . (5.22)

which means: it is the expectation value of A\, \,. If we properly normalize it, then I' ~ 1
if \,, & \,. If ' = 0, this implies that for any fixed \,,, the probability for all values of \,
is equal. However, we find that the meaning of a correlation function in a matrix model is
somewhat distorted:

e The action couples each pair of eigenvalues via the Vandermonde term log(\,, — \,)?%.
Hence "distance” has no intrinsic meaning in the matrix model, which makes differences
between ”short- and long-range” correlations also meaningless.

e Secondly, we had to impose an ordering onto the eigenvalues.? This in turn automati-
cally induces a correlation: \,, & \, if m~n, and \,, & =\, if m~ N —n.

It might still be useful to estimate the correlation function in the low and high puc regime.
Even though it has no meaning, we might still see mathematical differences in the two phases
of the matrix model.

So let us calculate the correlation function for the N = 2 model. Instead of computing
(A1 A\2) we might as well calculate I’y = (s?) in the basis introduced in the previous section.
The correlation function now explicitly equals

L= [T dn [T ds 2 et finst) oo, (5.23)

2Recall that A; < Ag < ... < Ap.
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Figure 5.2: The integrand Gy as a function of € for low puc = 0.5 and 8. For low uc the
integrand falls of exponentially. For high pc we see a Gaussian.

First, we can perform the integral over A which yields

V2 2 2
L = o / ds 5 (4m + 3gs°) (5.24)
1 1
X [K(l/z;) <649(4m + 3g32)2> — K@) (649(4m + 3952)2” (5.25)
1 1 1/4
X exp {649(167712 + 8mgs® + 7g234)} L}(4m + 3932)2] : (5.26)

By symmetry arguments we can change the integration domain to (0,00). Then we are able
to substitute 8§,/g = (4m—+3gs?) such that the integration domain becomes £ € (—,/uc, ).
The correlation function equals

446 [oo

1/2 2 2
o= G . de € |61 [Kisya)(€) — Ki1yay(€7)]
o Tsho+ 5 AGE+TE? \/T /o (5.27)

46 oo
9792 - d& Gint(&, pic)- (5.28)

This integrand G,,; has significant different behavior for low and high uc, see figure 5.2. We
can therefore approximate the correlation function I's for those two phases.

Approximation for low p¢

If pe is low, we can approximate the integrand with an exponential G;,; ~ a exp —bz. To
find the parameter a and b we only need to find a linear expansion of G;,; around £ = 0.
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First, we expand each term of G,

1 23/4
[Kom(@) = Ko@) = 21T~ g roe, - 62)
5/2
EIE2 e+ Ve = ulfle + im +O(E), (5.30)
C
vt ie — et 114 S e + 0] (5.31)

This yields all together a linear approximation of (5.27):

1/4

s 1_/3 4 /3 T r (%)
Giny = e18C23/4 L ZT <> A s () e e 4 + O} (5.32
! {2 1) e 9 \g)Mc or (2)  ap* SO 53

From this linear function we can read of the parameters a and b that define the exponential
approximation. The integral is now simple, and this yields in leading order to the following
dependence of 'y on pe,

Ta(low pc) ~ pilteisre. (5.33)

Approximation for high uc

For large ¢, the integrand pc resembles a Gaussian function. The top of the Gaussian is
approximately at &y ~ 2y/uc — 2 = 2,ué/ . Our approximation is given by

1 82 lo Gm
Gint ~ Gint(&0) exp{ —5 # (E—&)° ¢ (5.34)
2 ¢ =%
This equals, in leading order,
31 2 2
Gint % 2V6 [Kiay(4110) = Koy (ue)] pe ¥ exp{ =5 (€ 2y}, (539)

The correlation function I's now depends on pe in the following fashion,

Ty (high pic) ~ pg/? edhe. (5.36)

Non-analyticity in the sources

We indeed see different mathematical behavior of the correlation for low pe (5.33) and for
high o (5.36). The approximate calculations suggest that there is a non-analyticity at the
phase transition pf = 2 in the correlation function. That, in turn, would imply that the
partition function is non-analytic with respect to the source term coupled to the eigenvalues.
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Let us make this picture somewhat clearer. A source term coupled to the eigenvalues is
i Ji Ai, so that the correlation function equals

o 0
I'i,7) = M) = ——=—2(J : 5.37
(23) = o) = 57200 (537)
So a non-analytic correlation function implies that Z is non-analytic with respect to J.
Remark that the sources J preselect one specific set of microscopic variables. The appearance
of the phase transition is therefore directly linked to a specific choice of microscopic variables.



o8

CHAPTER 5. NONPERTURBATIVE SOLUTIONS



Chapter 6

Conclusion & Discussion

Matrix models are toy models applicable in various fields of physics. The overall properties
of such a matrix model are defined by its partition function, which is an integral over N x N
Hermitian matrices M with energy/action S[M] invariant under similarity transformations.
Upon integrating over the rotational degrees of freedom, we described the action in terms of
the eigenvalues of M. In that eigenvalue representation of the gM* model we found a phase
transition. We calculated the critical parameter pf, and we found that renormalization could
lead to a phase transition. It is that phase transition that remained intriguing. Therefore we
will try to give an interpretation of the phase transition in the gM* matrix model.

6.1 An interpretation of the gM* phase transition

We studied, throughout this whole thesis, various exact classical solutions of the gM* matrix
model. Thereby we used three bases of microscopic degrees of freedom. Let us summarize
these three:

1. Equation (3.5) states the action of the matrix model in terms of the matrix elements
MP. That action had several continuous sets of solutions for all uc. Perturbation
theory was not applicable.

2. Upon integrating of the U(N) symmetry we described the model in terms of the eigen-
values J\;, in equation (3.10). The model can be calculated perturbatively whenever
pe < pé, where the critical ue is given by (3.31). For puc > pg there are at most
(N + 1) distinct solitons. At the critical point there exists a phase transition. We will
call this a gM* phase transition. The correlation function I' behaves different in the
two phases (section 5.3).

3. The degeneracy in the eigenvalue solitons can be removed when we integrate out s =
>°i A\ via the transformation (5.15). Now perturbation theory is always possible and
there exists no phase transition. (This is only confirmed explicitly for N = 2.)

29
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Thus on mathematical grounds we can conclude that the appearance of the gM* phase
transition depends wholly on the choice of our microscopic degrees of freedom.

On physical grounds however, this does not make sense. How can a (physical) phase transition
disappear if we only change the description of the system? The answer may be found in the
relation between the microscopic degrees of freedom and the collective properties of the
system as a whole.

Mathematically speaking all collective (macroscopic) properties can be expressed in terms
of the partition function Z. The partition function Z is just a weighted sum of all configu-
ration of some set of microscopic degrees of freedom. In mathematical terms, we can change
the set of microscopic variables via either renormalization, transformation or just plain inte-
gration.

Now let us compare the gM* transition to the physics of a Kosterlitz-Thouless (KT)
phase transition. In original derivations, a K'T transition was found whenever the correlation
function had different behavior for low and high T'.! The definition of the correlation func-
tion is coupled to an explicit choice of microscopic variables. For example I'(n) = (s(n)s(0))
in a lattice spin system, or equivalently the propagator I' ~ :—;Z (J )‘J—o in quantum field
theories.? In all the models we encountered, a KT transition didn’t change the macroscopic
properties of the system. This is similar to the gM* matrix model, where the phase transi-
tion showed analyticity in the macroscopic variables but non-analyticity in the microscopic
variables.

So remember what changed at the offset of a KT phase transition. The standard expla-
nation of Kosterlitz and Thouless themselves was that the phase transition was driven by
blending vortices into the ground state. This explanation only holds for the planar XY model,
since the gM* model doesn’t have vortices. A generalization could be that we interpret the
gM* phase transition as a shift in symmetry of a specific set of microscopic variables.

Hence the gM* phase transition can be characterized by

e analyticity in the macroscopic variables;

e non-analyticity in a specific set of microscopic variables (when coupled to a source term
in the action).

With this characterization the gM* resembles a Kosterlitz-Thouless phase transition.

It is, in this context, worthwhile to note the philosophical remarks by Fisher [26]. In his
introduction on renormalization group theory he asks himself: How far is some concept only
instrumental? And to what extent embody useful ideas and pictures an essence of reality?

1For the Ising model, see section 1.3.1. For the planar model, see section 1.3.2. In both cases the correlation
function depended via a power law (low T') or exponentially (high T') on the spin site distance |n|.

2The source J is directly coupled to the microscopic degrees of freedom ¢(x) since a quantum field theory
action includes the term —J¢.
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Similarly we can ponder on the reality of the microscopic variables. Mathematically, we are
free to change our description to other microscopic variables. Physically however, given the
above discussion, the "reality” of the gM* phase transition is put at the same level of reality
as the specific choice of microscopic variables.

6.2 Discussion

There are a few aspects of our interpretation of matrix models that need further attention.

Strict N — oo limit

In this research we only focussed on finite N matrix models: from N =1 to large N. It is
interesting to compare our finite N results with earlier works on infinite N matrix models.
Shimamune [27] derived the N — oo limit of the M* model with parameter m negative.
For pue < 4, there exists only one (symmetric) solution to the Euler-Lagrange equation. For
fo > 4, there exists a symmetric solution and an asymmetric solution. Shimamune finds
that at uf = 4 there exists a third order phase transition.> So a matrix model for N — oo
shows behavior similar to the finite N models. There are two main differences, though. The
analytic phase transition for finite N becomes third order in the infinite N limit. This can
be easily explained as a feature of the limit: the third order critical point is an endpoint in
the phase space. Secondly, the critical value for uc is not the large N limit of our result
(3.31). This suggests that a more precise calculation of the critical value for pc should be
performed.

Relation to Kosterlitz-Thouless phase transitions

In the introductory chapter we encountered K'T' phase transitions in the XY planar model,
in the Ising model and in the sine-Gordon/Thirring model. These models all have collective
properties depending on a partition function (or path integral), that where analytic at the
KT phase transition. The coupling to a specific set of microscopic variables induced a non-
analyticity. However, there does not exist a precise definition of the Kosterlitz-Thouless
phase transition yet.

Before we concluded that the gM* model phase transition resembled a KT phase tran-
sition. It might be instructive to take our characterization of the gM* phase transition and
investigate whether that definition makes sense for KT transitions in other models.

3Which means that the second derivative of the free energy is discontinuous.
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Appendix A

Summary

Matrix models are toy models applicable in various fields of physics. The overall properties
of such a matrix model are defined by its partition function, which is an integral over N x N
Hermitian matrices M with energy/action S[M] invariant under similarity transformations.
Upon integrating over the rotational degrees of freedom, the action can be described in terms
of the eigenvalues of M.

If the action has one unique absolute minimum, then the free energy F' = —log Zy can
be approximated via a perturbation series around that minimum. Generically, however, the
matrix model action will have multiple extrema, e.g. in the gM* model. Using the eigenvalue
representation, we show that the gM* model exhibits a phase transition for a specific range of
coupling constants. For high puc = m?/4g (the depth of the potential well) the ground state
consists of a superposition of multiple solitons. For low pc there exists one single minimum
of the action, which allows a perturbation expansion of the free energy.

We find that the phase transition of the gM* model is analytic in the macroscopic pa-
rameters, but is non-analytic when the action is coupled to external sources for eigenvalues.
This can be verified by computing the correlation function in both phases. Physically the
source term preselects one specific set of microscopic variables. The non-analyticity in this
microscopic parameter while analytic in all macroscopic parameters suggests that we are
dealing with a Kosterlitz-Thouless phase transition.

Finally we construct a renormalization group flow of the theory with respect to changes
in the matrix dimension N and show that the lines of constant Z (aka the renormalization
group flows) do cross the line of critical p¢ in the phase diagram.
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